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Figure 4.3: Values of the Mandel parameter Q for the vibrational modes of frequencies $1, $2, and $ac

(top pannels: PEB dimer, bottom panels: DBV dimer), for different values of the reorganization energies
§(e) [cm°1] and §(v) = 10 cm°1 (color coding is shown on the top left). Baths parameters are T (e,v)

PB = 300K,
TBB = 5600K.

ditions, Fig. 4.3 depicts the Mandel parameter for the two vibrational modes of frequencies
$1 and$2 considered in the vibronic model of the PEB and DBV dimers. The reduced dy-
namics of the anticorrelated vibrational mode of frequency$°, previously analyzed in the
seminal contribution in Ref.[32], and responsible for the nonadiabatic character of the dy-
namics (see Fig. 3.1), is also considered. For every case considered, the Mandel parameter
adopt positive values, indicating that during the dynamics, the state of the intramolecular
vibrations modes has a classical character. Even, in the case of absence of phonon bath
(§(e,v) = 0), the value of the Mandel parameter remains positive [54].

Under sunlight illumination conditions, dimers are initially in their the electronic
ground state while intramolecular vibrations, that are decoupled from the ground state,
are initially at thermal equilibrium; therefore, the initial condition is devoid of quantum
superpositions. Under pulsed-laser-excitation conditions, vibrations are also assumed to
be at thermal equilibrium; however, in sharp contrast to natural conditions, the dimer is
assumed to have been prepared in, e.g., an exciton state. Therefore, under pulsed-laser-
excitation conditions, the dimer is initially prepared in a coherent superposition of vi-
bronic exciton states provided that the chromophore-chromophore dipole interaction is
finite.

Fig. 4.4 depicts the populations of the first three quantized levels of the intramolecu-
lar vibrations mode of frequency$1 localized in chromophores PEB50/61 D and DBV50/61 D,
under sunlight illumination conditions. Considering that the initial state for the intramo-
lecular vibrations is a thermal one, it is clear from the quantized levels populations dynam-
ics that the state will remain thermal. Nevertheless, in sharp contrast to the pulsed-laser-
excitation scenario depicted in Fig. 4.1. Fig. 4.2 (first column) shows the coherences be-
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Figure 4.1: Values of the Mandel parameter Q for the vibrational modes of frequencies $1, $2, and $° and
populations of the first three quantized levels of the intramolecular vibrational mode of frequency $1 local-
ized in chromophore PEB50/61 D. Different initial electronic excitation conditions are considered: coherent
excitation of the electronic site 1

≠
≤1

ØØΩ̂(t = 0)
ØØ≤1

Æ
= 1 (first two rows), coherent excitation of the highest

energy excitonic state
≠

e 0
ØØΩ̂(t = 0)

ØØe 0
Æ
= 1 (last two rows). The effect of the phonon baths has not been con-

sidered, so the dynamics is unitary.

so it is to be expected that this nonclassical character will be diminished by the presence
of decoherence interactions with the phonon baths [112].

Fig. 4.1 shows the changes in the population dynamics of the intramolecular vibra-
tional modes quantized levels. The deviation from his initial thermal equilibrium state
is a consequence of the transient formation of vibronic exciton states using the coherent
initial excitation condition that also generates coherences between vibrational states (see
Fig. 4.2, second and third columns).
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the chromophores and environmental fluctuations must be per-
formed with caution, to calculate correct exciton dynamics.
While in most theoretical studies of vibronic excitons, the envi-
ronmental interactions are either described solely by electronic
energy fluctuations or by vibrational relaxation.

In the current work, we calculate exciton dynamics, lin-
ear absorption, and 2DES of systems comprised of model
homodimers by implementing the hierarchical equations of
motion (HEOM) approach (30), a nonperturbative method
describing dissipative quantum dynamics under the intermedi-
ate coupling regime (where the electronic coupling strength is
comparable to the reorganization energy).This allows us to build
a more complete picture by investigating the effects of exciton-
vibrational resonance on coherence lifetime considering the
interplay between electronic energy fluctuations and vibrational
relaxation concurrently. As such, we report how the character
change of the state between electronic and vibrational degrees
of freedom (DOFs) contribute to both coherence lifetime and
intensity.

Model
Herein we consider simulations of the linear absorption and
2DES for several systems and modeling the underlying dynamics
within a system of three homodimers with different interchro-
mophore coupling schemes (electronic versus vibronic). The
electronically coupled homodimer (ED) is modeled as Frenkel
excitons (31), where each chromophore is modeled as a two-
level system; this configuration forces us to only consider the
zero-to-one exciton transition. The electronic ground (|0i) and
first excited (|ji) states of the j

th chromophore are connected
via electronic excitation and deexcitation operators and are
separated by the excitation energy, Ej . This coupling between
chromophores j and l is managed through a Coulombic inter-
action parameter, Jjl . The corresponding system Hamiltonian
of N -coupled chromophores thus reads as ĤE =

PN
j Ej |jihj |+PN

j 6=l Jjl |jihl |.
To model vibronically coupled homodimers (VDs), we con-

sider a Holstein Hamiltonian model (32), coupled with a form
similar to the Frenkel model, to describe the electronic states.
The VD Hamiltonian will be written in a local vibronic basis,
which explicitly couples electronic and vibrational DOFs. For
simplicity, each chromophore is coupled to a single intramolec-
ular vibrational mode with frequency !j . At a basic level,
the single chromophore Hamiltonian can be written as Ĥj =PN

j Ej |jihj |+ Ĥvib(!j )+ Ĥel�vib(!j ,Sj ). Here, Ĥvib(!j ) is the
vibrational Hamiltonian, described by a harmonic oscillator. Sj is
the dimensionless Huang–Rhys factor, representing the coupling
strength between the electronic and nuclear DOF for chro-
mophore j . We then complete the system Hamiltonian by includ-
ing the Jjl electronic coupling term as ĤV =

PN
j Ej |jihj |+PN

j 6=l Jjl |jihl |+
PN

j Ĥvib(!j )+
PN

j Ĥel�vib(!j ,Sj ).
All other vibrational modes (from protein and/or solvent fluc-

tuations) that couple to each chromophore are modeled by
an independent phonon bath composed of ⇠ harmonic oscil-
lators; these baths are described by ĤB. We assume that the
system is affected by the phonon bath through both electronic
energy fluctuations and vibrational relaxation and thus arrive
at a system-bath Hamiltonian organized as ĤSB =

PN
j=1 V̂j B̂j ,

where B̂j is taken to be the collective bath operator and V̂j is
the system operator that describes the effects of bath fluctua-
tions on the states of chromophore j . V̂j is a function of both the
dimensionless electronic energy fluctuation and the vibrational
relaxation constants, ⌘E and ⌘V, respectively. A schematic repre-
sentation of the entire system and coupling scheme is provided
in Fig. 1. For VD, these values are set to (⌘E, ⌘V)= (1, 1/3),
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Fig. 1. A schematic representation of both the vibrational states associated
with the electronic ground state (red potential) and the first excited state
(blue potential) within the local vibronic basis. The two Couloumbic-coupled
chromophores are shown as blue circles, and each respectively couples to its
individual phonon bath (orange circles).

while for ED, these coefficients are (⌘E, ⌘V)= (1, 0), as there
are no system vibrational DOFs coupled to the bath oscillators in
this case.

Just as coupling the intramolecular vibrational modes to
the electronic DOF shifts the equilibrium position of the sys-
tem oscillator, the introduction of system–bath coupling shifts
the equilibrium position of the bath oscillators. To maintain
the translational symmetry of the Hamiltonian around the
shifted equilibrium position, a counter term Hreorg is intro-
duced in the total Hamiltonian (33), obtaining an effective
system Hamiltonian. Detail of aforementioned Hamiltonians for
exciton dynamics, linear spectra, and 2DES calculation are in
SI Appendix.

Experimentally, rephasing 2D spectra are generated by
sequential interaction of three broadband laser pulses with a
sample to create a third-order polarization. This generates a 3D
signal theoretically described by third-order nonlinear response
functions, dependent on the waiting time between sequential
pulses, t1, t2, and t3 (34). The excitation and deexcitation of the
system states by laser pulses are described by transition dipole
operator, while the system dynamics during the waiting times
are calculated by the HEOM method. For 2D spectral simula-
tions of ED, we assume the total system is initially in a factorized
state. For those simulations on VD—due to the possible thermal
vibrational excitations—initial states are obtained by equilibrat-
ing the total system with the previously mentioned factorized
states using HEOM (SI Appendix, Eq. S20); finally, the rephasing
2D spectra at waiting time t2 is obtained after a double Fourier
transform on the third-order nonlinear response function (SI
Appendix, Eq. S25).

Results
To demonstrate the effects of exciton-vibrational resonance
on the distribution of oscillator strengths, both the transition
energies from the zero–exciton-vibrational vacuum state to the
one-exciton manifold and the oscillator strengths are calculated
across the span of electronic coupling values by diagonaliz-
ing the system Hamiltonian, ĤV (see Fig. 2). So as to avoid
dark states capable of obscuring observations of coherence life-
time, we set the dihedral angle between transition dipole vectors
equal to 2⇡/5, and both dipoles are set to be orthogonal to the
vector connecting them. The parameter set selected to study
the dimer was inspired by the J-aggregates of cyanine dyes
C8O3 (29), in which exist a vibrational mode around 668 cm�1

near-resonant to an exciton energy splitting with a very small
Huang–Rhys factor S =0.0006. In the 2DES calculation, we
consider two VDs, VD1 and VD2, at off- and near-resonant
conditions, respectively. Without loss of generality, the site
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thechromophoresandenvironmentalfluctuationsmustbeper-
formedwithcaution,tocalculatecorrectexcitondynamics.
Whileinmosttheoreticalstudiesofvibronicexcitons,theenvi-
ronmentalinteractionsareeitherdescribedsolelybyelectronic
energyfluctuationsorbyvibrationalrelaxation.

Inthecurrentwork,wecalculateexcitondynamics,lin-
earabsorption,and2DESofsystemscomprisedofmodel
homodimersbyimplementingthehierarchicalequationsof
motion(HEOM)approach(30),anonperturbativemethod
describingdissipativequantumdynamicsundertheintermedi-
atecouplingregime(wheretheelectroniccouplingstrengthis
comparabletothereorganizationenergy).Thisallowsustobuild
amorecompletepicturebyinvestigatingtheeffectsofexciton-
vibrationalresonanceoncoherencelifetimeconsideringthe
interplaybetweenelectronicenergyfluctuationsandvibrational
relaxationconcurrently.Assuch,wereporthowthecharacter
changeofthestatebetweenelectronicandvibrationaldegrees
offreedom(DOFs)contributetobothcoherencelifetimeand
intensity.

Model
Hereinweconsidersimulationsofthelinearabsorptionand
2DESforseveralsystemsandmodelingtheunderlyingdynamics
withinasystemofthreehomodimerswithdifferentinterchro-
mophorecouplingschemes(electronicversusvibronic).The
electronicallycoupledhomodimer(ED)ismodeledasFrenkel
excitons(31),whereeachchromophoreismodeledasatwo-
levelsystem;thisconfigurationforcesustoonlyconsiderthe
zero-to-oneexcitontransition.Theelectronicground(|0i)and
firstexcited(|ji)statesofthej

thchromophoreareconnected
viaelectronicexcitationanddeexcitationoperatorsandare
separatedbytheexcitationenergy,Ej.Thiscouplingbetween
chromophoresjandlismanagedthroughaCoulombicinter-
actionparameter,Jjl.ThecorrespondingsystemHamiltonian
ofN-coupledchromophoresthusreadsasĤE=

PN
jEj|jihj|+ PN

j6=lJjl|jihl|.
Tomodelvibronicallycoupledhomodimers(VDs),wecon-

sideraHolsteinHamiltonianmodel(32),coupledwithaform
similartotheFrenkelmodel,todescribetheelectronicstates.
TheVDHamiltonianwillbewritteninalocalvibronicbasis,
whichexplicitlycoupleselectronicandvibrationalDOFs.For
simplicity,eachchromophoreiscoupledtoasingleintramolec-
ularvibrationalmodewithfrequency!j.Atabasiclevel,
thesinglechromophoreHamiltoniancanbewrittenasĤj= PN

jEj|jihj|+Ĥvib(!j)+Ĥel�vib(!j,Sj).Here,Ĥvib(!j)isthe
vibrationalHamiltonian,describedbyaharmonicoscillator.Sjis
thedimensionlessHuang–Rhysfactor,representingthecoupling
strengthbetweentheelectronicandnuclearDOFforchro-
mophorej.WethencompletethesystemHamiltonianbyinclud-
ingtheJjlelectroniccouplingtermasĤV=

PN
jEj|jihj|+ PN

j6=lJjl|jihl|+
PN

jĤvib(!j)+
PN

jĤel�vib(!j,Sj).
Allothervibrationalmodes(fromproteinand/orsolventfluc-

tuations)thatcoupletoeachchromophorearemodeledby
anindependentphononbathcomposedof⇠harmonicoscil-
lators;thesebathsaredescribedbyĤB.Weassumethatthe
systemisaffectedbythephononbaththroughbothelectronic
energyfluctuationsandvibrationalrelaxationandthusarrive
atasystem-bathHamiltonianorganizedasĤSB=

PN
j=1V̂jB̂j,

whereB̂jistakentobethecollectivebathoperatorandV̂jis
thesystemoperatorthatdescribestheeffectsofbathfluctua-
tionsonthestatesofchromophorej.V̂jisafunctionofboththe
dimensionlesselectronicenergyfluctuationandthevibrational
relaxationconstants,⌘Eand⌘V,respectively.Aschematicrepre-
sentationoftheentiresystemandcouplingschemeisprovided
inFig.1.ForVD,thesevaluesaresetto(⌘E,⌘V)=(1,1/3),
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Fig.1.Aschematicrepresentationofboththevibrationalstatesassociated
withtheelectronicgroundstate(redpotential)andthefirstexcitedstate
(bluepotential)withinthelocalvibronicbasis.ThetwoCouloumbic-coupled
chromophoresareshownasbluecircles,andeachrespectivelycouplestoits
individualphononbath(orangecircles).

whileforED,thesecoefficientsare(⌘E,⌘V)=(1,0),asthere
arenosystemvibrationalDOFscoupledtothebathoscillatorsin
thiscase.

Justascouplingtheintramolecularvibrationalmodesto
theelectronicDOFshiftstheequilibriumpositionofthesys-
temoscillator,theintroductionofsystem–bathcouplingshifts
theequilibriumpositionofthebathoscillators.Tomaintain
thetranslationalsymmetryoftheHamiltonianaroundthe
shiftedequilibriumposition,acountertermHreorgisintro-
ducedinthetotalHamiltonian(33),obtaininganeffective
systemHamiltonian.DetailofaforementionedHamiltoniansfor
excitondynamics,linearspectra,and2DEScalculationarein
SIAppendix.

Experimentally,rephasing2Dspectraaregeneratedby
sequentialinteractionofthreebroadbandlaserpulseswitha
sampletocreateathird-orderpolarization.Thisgeneratesa3D
signaltheoreticallydescribedbythird-ordernonlinearresponse
functions,dependentonthewaitingtimebetweensequential
pulses,t1,t2,andt3(34).Theexcitationanddeexcitationofthe
systemstatesbylaserpulsesaredescribedbytransitiondipole
operator,whilethesystemdynamicsduringthewaitingtimes
arecalculatedbytheHEOMmethod.For2Dspectralsimula-
tionsofED,weassumethetotalsystemisinitiallyinafactorized
state.ForthosesimulationsonVD—duetothepossiblethermal
vibrationalexcitations—initialstatesareobtainedbyequilibrat-
ingthetotalsystemwiththepreviouslymentionedfactorized
statesusingHEOM(SIAppendix,Eq.S20);finally,therephasing
2Dspectraatwaitingtimet2isobtainedafteradoubleFourier
transformonthethird-ordernonlinearresponsefunction(SI
Appendix,Eq.S25).

Results
Todemonstratetheeffectsofexciton-vibrationalresonance
onthedistributionofoscillatorstrengths,boththetransition
energiesfromthezero–exciton-vibrationalvacuumstatetothe
one-excitonmanifoldandtheoscillatorstrengthsarecalculated
acrossthespanofelectroniccouplingvaluesbydiagonaliz-
ingthesystemHamiltonian,ĤV(seeFig.2).Soastoavoid
darkstatescapableofobscuringobservationsofcoherencelife-
time,wesetthedihedralanglebetweentransitiondipolevectors
equalto2⇡/5,andbothdipolesaresettobeorthogonaltothe
vectorconnectingthem.Theparametersetselectedtostudy
thedimerwasinspiredbytheJ-aggregatesofcyaninedyes
C8O3(29),inwhichexistavibrationalmodearound668cm�1

near-resonanttoanexcitonenergysplittingwithaverysmall
Huang–RhysfactorS=0.0006.Inthe2DEScalculation,we
considertwoVDs,VD1andVD2,atoff-andnear-resonant
conditions,respectively.Withoutlossofgenerality,thesite
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artificial materials: Incoherent vibronic transport is more
efficient than a coherent mechanism when energetic disorder
exceeds the coupling between the donor and vibrationally
excited acceptor states. Finally, our results suggest that the role
of coherent vibronic transport for nonbilin PPCs should also be
reevaluated.
In the following, we use a spin-boson Hamiltonian (Figure

1a) to explore the mechanism of vibronic transport in a model
heterodimer where the electronic excitation of the donor (Ed, |
D⟩) and acceptor (Ea, |A⟩) pigments have an energy gap much
larger than the electronic coupling (ΔE = Ed − Ea ≫ V). In this
model, we make use of a linear response formalism22−24 that
allows for an exact coarse-graining of vibrational motion into
collections of effective harmonic oscillators. The electronic
states of both pigments are coupled to independent collections
of low-frequency vibrations (“electronic environment”, Figure
1b,c) that form a thermal bath described by an overdamped
Brownian oscillator spectral density

ω λ
ωγ

ω γ
=

+
J ( ) 2elec elec

elec
2

elec
2

(1)

where λelec is the reorganization energy and γelec is the peak
width. The low-frequency vibrations capture the inertial
component of the vibrational response to pigment excitation
that can arise, for example, from solvent librational modes.24,25

All of the main text results use γelec = 50 cm−1, as often assumed
for photosynthetic PPCs.16 Most pigment excitations are also
coupled to many high-frequency intramolecular vibrations, as
studied using, for example, fluorescence line narrowing
measurements26 and ab initio simulations,5,27,28 but here we
incorporate only a single high-frequency vibration coupled to
the acceptor that directly mediates donor-to-acceptor transport.
The high-frequency vibration is, in turn, coupled to a
continuum of vibrational modes that form a thermal bath and
cause the relaxation of vibrational excitations. In the electronic

basis (Figure 1b), we describe the combined influence of the
high-frequency vibration and its thermal bath on the excitation
energy of the pigments through an underdamped Brownian
oscillator spectral density (“effective vibration”, Figure 1b)

ω λ
γ ω
ω γ ω

=
Ω

Ω − +
J ( ) 2

2
( ) 4eff vib

vib vib
2

vib
2 2 2

vib
2 2

(2)

where λvib = S·Ωvib is the reorganization energy, S is the
Huang−Rhys factor, γvib is the peak width, and Ωvib is the
vibrational frequency. We note that in all calculations presented
here there is a negligible rate of transport between the donor
and acceptor in the absence of the high-frequency vibration,
allowing us to focus on the vibronic transport mechanism.
Whereas simulations performed in the electronic basis can

provide an exact description of the net excitation transport
between the donor and acceptor, they cannot provide clear
insight into the underlying vibronic mechanism because the
dynamics of the resonant vibration are not explicitly described.
To illuminate the mechanism of vibronic transport, the high-

frequency vibration can be included in the system Hamil-
tonian,2,29−32 and the resulting potential energy surface (PES)
can be described as a nested funnel,32 shown in Figure 1c.
Because the vibration is an intramolecular mode on the
acceptor pigment, donor excitation results in an excited-state
PES (Figure 1c) that is equivalent to the ground-state but
vertically shifted by the excitation energy of the donor molecule
(gray curve, vibrational states: |νg⟩); electronic excitation of the
acceptor is coupled to the vibration, however, and results in an
excited-state PES that is both vertically and horizontally
displaced (black curve, vibrational states: |νe⟩). The system
Hamiltonian can be recast in the basis of vibronic states (Spin-
Boson Hamiltonian, Figure 1c), which are indexed by both the
electronic state of the dimer and the nuclear quantum number
of the explicit vibration (|A,νe⟩, |D,νg⟩). The coupling

Figure 1. (a) Schematic representation of a vibronic dimer Hamiltonian. (b) Diagrammatic representation of the electronic states (|A⟩,|D⟩) and the
corresponding spectral densities in the electronic basis. (c) “Nested Funnel PES”: The system Hamiltonian expressed as potential energy surfaces
(PES) when the high-frequency vibration is explicitly included. The donor PES (gray line, |D⟩) is a vertically displaced copy of the ground-state PES.
The acceptor PES (black line, |A⟩) is both vertically and horizontally displaced from the ground state. The horizontal displacement of the
equilibrium position is S2 . “Spin Boson Hamiltonian”: The system Hamiltonian expressed in the vibronic basis and the corresponding spectral
densities. “Vibronic Coupling”: The coupling between the lowest energy donor and the vibrationally excited acceptor state (Vvib) is smaller than the
electronic coupling between the lowest energy donor and lowest energy acceptor states (V0 = V⟨0g|0e⟩ ≈ V). (d) Schematic representations of the
parameters that determine the mechanism of vibronic transport. krelax is the rate of vibrational relaxation, which is proportional to γvib. δE

2 is the
variance of the vertical excitation energy of the pigments, which is proportional to λelec. σvib is the energy gap between the lowest energy donor and
vibrationally excited acceptor state.
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artificial materials: Incoherent vibronic transport is more
efficient than a coherent mechanism when energetic disorder
exceeds the coupling between the donor and vibrationally
excited acceptor states. Finally, our results suggest that the role
of coherent vibronic transport for nonbilin PPCs should also be
reevaluated.
In the following, we use a spin-boson Hamiltonian (Figure

1a) to explore the mechanism of vibronic transport in a model
heterodimer where the electronic excitation of the donor (Ed, |
D⟩) and acceptor (Ea, |A⟩) pigments have an energy gap much
larger than the electronic coupling (ΔE = Ed − Ea ≫ V). In this
model, we make use of a linear response formalism22−24 that
allows for an exact coarse-graining of vibrational motion into
collections of effective harmonic oscillators. The electronic
states of both pigments are coupled to independent collections
of low-frequency vibrations (“electronic environment”, Figure
1b,c) that form a thermal bath described by an overdamped
Brownian oscillator spectral density
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elec
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where λelec is the reorganization energy and γelec is the peak
width. The low-frequency vibrations capture the inertial
component of the vibrational response to pigment excitation
that can arise, for example, from solvent librational modes.24,25

All of the main text results use γelec = 50 cm−1, as often assumed
for photosynthetic PPCs.16 Most pigment excitations are also
coupled to many high-frequency intramolecular vibrations, as
studied using, for example, fluorescence line narrowing
measurements26 and ab initio simulations,5,27,28 but here we
incorporate only a single high-frequency vibration coupled to
the acceptor that directly mediates donor-to-acceptor transport.
The high-frequency vibration is, in turn, coupled to a
continuum of vibrational modes that form a thermal bath and
cause the relaxation of vibrational excitations. In the electronic

basis (Figure 1b), we describe the combined influence of the
high-frequency vibration and its thermal bath on the excitation
energy of the pigments through an underdamped Brownian
oscillator spectral density (“effective vibration”, Figure 1b)
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where λvib = S·Ωvib is the reorganization energy, S is the
Huang−Rhys factor, γvib is the peak width, and Ωvib is the
vibrational frequency. We note that in all calculations presented
here there is a negligible rate of transport between the donor
and acceptor in the absence of the high-frequency vibration,
allowing us to focus on the vibronic transport mechanism.
Whereas simulations performed in the electronic basis can

provide an exact description of the net excitation transport
between the donor and acceptor, they cannot provide clear
insight into the underlying vibronic mechanism because the
dynamics of the resonant vibration are not explicitly described.
To illuminate the mechanism of vibronic transport, the high-

frequency vibration can be included in the system Hamil-
tonian,2,29−32 and the resulting potential energy surface (PES)
can be described as a nested funnel,32 shown in Figure 1c.
Because the vibration is an intramolecular mode on the
acceptor pigment, donor excitation results in an excited-state
PES (Figure 1c) that is equivalent to the ground-state but
vertically shifted by the excitation energy of the donor molecule
(gray curve, vibrational states: |νg⟩); electronic excitation of the
acceptor is coupled to the vibration, however, and results in an
excited-state PES that is both vertically and horizontally
displaced (black curve, vibrational states: |νe⟩). The system
Hamiltonian can be recast in the basis of vibronic states (Spin-
Boson Hamiltonian, Figure 1c), which are indexed by both the
electronic state of the dimer and the nuclear quantum number
of the explicit vibration (|A,νe⟩, |D,νg⟩). The coupling

Figure 1. (a) Schematic representation of a vibronic dimer Hamiltonian. (b) Diagrammatic representation of the electronic states (|A⟩,|D⟩) and the
corresponding spectral densities in the electronic basis. (c) “Nested Funnel PES”: The system Hamiltonian expressed as potential energy surfaces
(PES) when the high-frequency vibration is explicitly included. The donor PES (gray line, |D⟩) is a vertically displaced copy of the ground-state PES.
The acceptor PES (black line, |A⟩) is both vertically and horizontally displaced from the ground state. The horizontal displacement of the
equilibrium position is S2 . “Spin Boson Hamiltonian”: The system Hamiltonian expressed in the vibronic basis and the corresponding spectral
densities. “Vibronic Coupling”: The coupling between the lowest energy donor and the vibrationally excited acceptor state (Vvib) is smaller than the
electronic coupling between the lowest energy donor and lowest energy acceptor states (V0 = V⟨0g|0e⟩ ≈ V). (d) Schematic representations of the
parameters that determine the mechanism of vibronic transport. krelax is the rate of vibrational relaxation, which is proportional to γvib. δE

2 is the
variance of the vertical excitation energy of the pigments, which is proportional to λelec. σvib is the energy gap between the lowest energy donor and
vibrationally excited acceptor state.
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artificial materials: Incoherent vibronic transport is more
efficient than a coherent mechanism when energetic disorder
exceeds the coupling between the donor and vibrationally
excited acceptor states. Finally, our results suggest that the role
of coherent vibronic transport for nonbilin PPCs should also be
reevaluated.
In the following, we use a spin-boson Hamiltonian (Figure

1a) to explore the mechanism of vibronic transport in a model
heterodimer where the electronic excitation of the donor (Ed, |
D⟩) and acceptor (Ea, |A⟩) pigments have an energy gap much
larger than the electronic coupling (ΔE = Ed − Ea ≫ V). In this
model, we make use of a linear response formalism22−24 that
allows for an exact coarse-graining of vibrational motion into
collections of effective harmonic oscillators. The electronic
states of both pigments are coupled to independent collections
of low-frequency vibrations (“electronic environment”, Figure
1b,c) that form a thermal bath described by an overdamped
Brownian oscillator spectral density
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where λelec is the reorganization energy and γelec is the peak
width. The low-frequency vibrations capture the inertial
component of the vibrational response to pigment excitation
that can arise, for example, from solvent librational modes.24,25

All of the main text results use γelec = 50 cm−1, as often assumed
for photosynthetic PPCs.16 Most pigment excitations are also
coupled to many high-frequency intramolecular vibrations, as
studied using, for example, fluorescence line narrowing
measurements26 and ab initio simulations,5,27,28 but here we
incorporate only a single high-frequency vibration coupled to
the acceptor that directly mediates donor-to-acceptor transport.
The high-frequency vibration is, in turn, coupled to a
continuum of vibrational modes that form a thermal bath and
cause the relaxation of vibrational excitations. In the electronic

basis (Figure 1b), we describe the combined influence of the
high-frequency vibration and its thermal bath on the excitation
energy of the pigments through an underdamped Brownian
oscillator spectral density (“effective vibration”, Figure 1b)
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where λvib = S·Ωvib is the reorganization energy, S is the
Huang−Rhys factor, γvib is the peak width, and Ωvib is the
vibrational frequency. We note that in all calculations presented
here there is a negligible rate of transport between the donor
and acceptor in the absence of the high-frequency vibration,
allowing us to focus on the vibronic transport mechanism.
Whereas simulations performed in the electronic basis can

provide an exact description of the net excitation transport
between the donor and acceptor, they cannot provide clear
insight into the underlying vibronic mechanism because the
dynamics of the resonant vibration are not explicitly described.
To illuminate the mechanism of vibronic transport, the high-

frequency vibration can be included in the system Hamil-
tonian,2,29−32 and the resulting potential energy surface (PES)
can be described as a nested funnel,32 shown in Figure 1c.
Because the vibration is an intramolecular mode on the
acceptor pigment, donor excitation results in an excited-state
PES (Figure 1c) that is equivalent to the ground-state but
vertically shifted by the excitation energy of the donor molecule
(gray curve, vibrational states: |νg⟩); electronic excitation of the
acceptor is coupled to the vibration, however, and results in an
excited-state PES that is both vertically and horizontally
displaced (black curve, vibrational states: |νe⟩). The system
Hamiltonian can be recast in the basis of vibronic states (Spin-
Boson Hamiltonian, Figure 1c), which are indexed by both the
electronic state of the dimer and the nuclear quantum number
of the explicit vibration (|A,νe⟩, |D,νg⟩). The coupling

Figure 1. (a) Schematic representation of a vibronic dimer Hamiltonian. (b) Diagrammatic representation of the electronic states (|A⟩,|D⟩) and the
corresponding spectral densities in the electronic basis. (c) “Nested Funnel PES”: The system Hamiltonian expressed as potential energy surfaces
(PES) when the high-frequency vibration is explicitly included. The donor PES (gray line, |D⟩) is a vertically displaced copy of the ground-state PES.
The acceptor PES (black line, |A⟩) is both vertically and horizontally displaced from the ground state. The horizontal displacement of the
equilibrium position is S2 . “Spin Boson Hamiltonian”: The system Hamiltonian expressed in the vibronic basis and the corresponding spectral
densities. “Vibronic Coupling”: The coupling between the lowest energy donor and the vibrationally excited acceptor state (Vvib) is smaller than the
electronic coupling between the lowest energy donor and lowest energy acceptor states (V0 = V⟨0g|0e⟩ ≈ V). (d) Schematic representations of the
parameters that determine the mechanism of vibronic transport. krelax is the rate of vibrational relaxation, which is proportional to γvib. δE

2 is the
variance of the vertical excitation energy of the pigments, which is proportional to λelec. σvib is the energy gap between the lowest energy donor and
vibrationally excited acceptor state.
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of the Hamiltonian in Eq. (2), by using the standard Redfield master equation (second-order and
non-secular) for thermal baths comprised of harmonic modes (26, 32, 33) Further details are provided
in the .[PLEASE COMPLETE][PLEASE COMPLETE].

Dynamics in the presence of blackbody radiation and phonon baths
Due to the exponential scaling of the dimension of the full Hilbert space, for all simulations below,
only the first four states (ground state and three excited levels) of each intramolecular vibrational
mode are considered. As a consequence, for vibronic dimers (two monomers and two intramolecular
vibrations), the vibronic exciton manifold has a dimension of 64: 16 ground vibronic exciton states
{| Â1 Í, . . . , | Â16 Í}, 32 single excited vibronic exciton states {| Â17 Í, . . . , | Â48 Í} and 16 double excited
vibronic exciton states {| Â49 Í, . . . , | Â64 Í}. The comparison with the case of an electronic dimer
with no specific intramolecular vibrational modes, in the site {| ‘1 Í, | ‘2 Í} and in the exciton basis
{| e Í, | e

Õ
Í}, follows after tracing over the intramolecular vibrational degrees of freedom in the density

matrix of the vibronic dimer dynamics, and performing the appropriate change of basis. For electronic
dimers, the Frenkel Hamiltonian corresponds to the first two terms of the Hamiltonian described in
Eq. (2). Thus, the two monomers have a site representation described by the states {| ‘̃1 Í, | ‘̃2 Í},
and due to the electronic coupling two single exciton states {| ẽ Í, | ẽ

Õ
Í} after the diagonalization of

the Frenkel Hamiltonian.
Specifically, the two phycoerythrobilin (PEB) chromophores from the protein-antenna phyco-

erythrin 545 (PE545) of marine cryptophyte algae (see Table 1) are considered below. The PEB
dimer has a large energy gap between excited electronic states, and due to large separations between
chromophores, the electronic coupling is small, in consequence, highly localized excitonic states
appears. For this light-harvesting system, long-lasting coherences in 2DPE experiments have been
reported, and the presence of high energy intramolecular vibrations in resonance with the electronic
states have been proposed as a plausible explanation of these long-lasting coherences (9, 15, 34, 35).

Regarding the coherences observed in 2DES experiments, the conclusion from previous discussions
is that they are a consequence of the use of pulsed laser excitation, i.e., light with high temporal
coherence, and that the main phenomena information corresponds to information on the system-bath
interaction post excitation. In this paper, we study the scenario where, after rapid incoherent
excitation from the electronic ground state for the sites and equilibrium thermal state (T = 300 K)
for the intramolecular vibrational modes, the system continues to interact with the incident blackbody
radiation (24, 26). We analyze the incoherent excitation process taking into account an intramolecular
vibrational mode for each of the two monomers, in full resonance with the exciton splitting, i.e.,
ÈDBV = �eDBV = 1058 cm≠1, with a vibronic coupling strength of 267.1 cm≠1.

Single vibronic exciton basis. Firstly, we analyze the density matrix dynamics considering the
e�ect of the blackbody bath only, i.e., the non-unitary e�ects related to the phonon bath are set
to zero in Eq. (7). We assume that initially the system and the blackbody bath are decoupled
fl(t0) = flS(t0) ¢ flBB(t0). Additionally, we consider that the transition dipole moment is constant in
time and neglect the e�ect of di�erent orientations of the transition dipole moment and the electric
field; thus we consider them parallel. We consider excitation from the ground state, and the suddenly

Table 1. Parameters for the PEB dimer.

TDM� (D) �‘† (cm≠1) V‡ (cm≠1) �e§ (cm≠1)
PEB 11.87, 12.17 1042 92 1058
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artificial materials: Incoherent vibronic transport is more
efficient than a coherent mechanism when energetic disorder
exceeds the coupling between the donor and vibrationally
excited acceptor states. Finally, our results suggest that the role
of coherent vibronic transport for nonbilin PPCs should also be
reevaluated.
In the following, we use a spin-boson Hamiltonian (Figure

1a) to explore the mechanism of vibronic transport in a model
heterodimer where the electronic excitation of the donor (Ed, |
D⟩) and acceptor (Ea, |A⟩) pigments have an energy gap much
larger than the electronic coupling (ΔE = Ed − Ea ≫ V). In this
model, we make use of a linear response formalism22−24 that
allows for an exact coarse-graining of vibrational motion into
collections of effective harmonic oscillators. The electronic
states of both pigments are coupled to independent collections
of low-frequency vibrations (“electronic environment”, Figure
1b,c) that form a thermal bath described by an overdamped
Brownian oscillator spectral density
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where λelec is the reorganization energy and γelec is the peak
width. The low-frequency vibrations capture the inertial
component of the vibrational response to pigment excitation
that can arise, for example, from solvent librational modes.24,25

All of the main text results use γelec = 50 cm−1, as often assumed
for photosynthetic PPCs.16 Most pigment excitations are also
coupled to many high-frequency intramolecular vibrations, as
studied using, for example, fluorescence line narrowing
measurements26 and ab initio simulations,5,27,28 but here we
incorporate only a single high-frequency vibration coupled to
the acceptor that directly mediates donor-to-acceptor transport.
The high-frequency vibration is, in turn, coupled to a
continuum of vibrational modes that form a thermal bath and
cause the relaxation of vibrational excitations. In the electronic

basis (Figure 1b), we describe the combined influence of the
high-frequency vibration and its thermal bath on the excitation
energy of the pigments through an underdamped Brownian
oscillator spectral density (“effective vibration”, Figure 1b)
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where λvib = S·Ωvib is the reorganization energy, S is the
Huang−Rhys factor, γvib is the peak width, and Ωvib is the
vibrational frequency. We note that in all calculations presented
here there is a negligible rate of transport between the donor
and acceptor in the absence of the high-frequency vibration,
allowing us to focus on the vibronic transport mechanism.
Whereas simulations performed in the electronic basis can

provide an exact description of the net excitation transport
between the donor and acceptor, they cannot provide clear
insight into the underlying vibronic mechanism because the
dynamics of the resonant vibration are not explicitly described.
To illuminate the mechanism of vibronic transport, the high-

frequency vibration can be included in the system Hamil-
tonian,2,29−32 and the resulting potential energy surface (PES)
can be described as a nested funnel,32 shown in Figure 1c.
Because the vibration is an intramolecular mode on the
acceptor pigment, donor excitation results in an excited-state
PES (Figure 1c) that is equivalent to the ground-state but
vertically shifted by the excitation energy of the donor molecule
(gray curve, vibrational states: |νg⟩); electronic excitation of the
acceptor is coupled to the vibration, however, and results in an
excited-state PES that is both vertically and horizontally
displaced (black curve, vibrational states: |νe⟩). The system
Hamiltonian can be recast in the basis of vibronic states (Spin-
Boson Hamiltonian, Figure 1c), which are indexed by both the
electronic state of the dimer and the nuclear quantum number
of the explicit vibration (|A,νe⟩, |D,νg⟩). The coupling

Figure 1. (a) Schematic representation of a vibronic dimer Hamiltonian. (b) Diagrammatic representation of the electronic states (|A⟩,|D⟩) and the
corresponding spectral densities in the electronic basis. (c) “Nested Funnel PES”: The system Hamiltonian expressed as potential energy surfaces
(PES) when the high-frequency vibration is explicitly included. The donor PES (gray line, |D⟩) is a vertically displaced copy of the ground-state PES.
The acceptor PES (black line, |A⟩) is both vertically and horizontally displaced from the ground state. The horizontal displacement of the
equilibrium position is S2 . “Spin Boson Hamiltonian”: The system Hamiltonian expressed in the vibronic basis and the corresponding spectral
densities. “Vibronic Coupling”: The coupling between the lowest energy donor and the vibrationally excited acceptor state (Vvib) is smaller than the
electronic coupling between the lowest energy donor and lowest energy acceptor states (V0 = V⟨0g|0e⟩ ≈ V). (d) Schematic representations of the
parameters that determine the mechanism of vibronic transport. krelax is the rate of vibrational relaxation, which is proportional to γvib. δE

2 is the
variance of the vertical excitation energy of the pigments, which is proportional to λelec. σvib is the energy gap between the lowest energy donor and
vibrationally excited acceptor state.
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of the Hamiltonian in Eq. (2), by using the standard Redfield master equation (second-order and
non-secular) for thermal baths comprised of harmonic modes (26, 32, 33) Further details are provided
in the .[PLEASE COMPLETE][PLEASE COMPLETE].

Dynamics in the presence of blackbody radiation and phonon baths
Due to the exponential scaling of the dimension of the full Hilbert space, for all simulations below,
only the first four states (ground state and three excited levels) of each intramolecular vibrational
mode are considered. As a consequence, for vibronic dimers (two monomers and two intramolecular
vibrations), the vibronic exciton manifold has a dimension of 64: 16 ground vibronic exciton states
{| Â1 Í, . . . , | Â16 Í}, 32 single excited vibronic exciton states {| Â17 Í, . . . , | Â48 Í} and 16 double excited
vibronic exciton states {| Â49 Í, . . . , | Â64 Í}. The comparison with the case of an electronic dimer
with no specific intramolecular vibrational modes, in the site {| ‘1 Í, | ‘2 Í} and in the exciton basis
{| e Í, | e

Õ
Í}, follows after tracing over the intramolecular vibrational degrees of freedom in the density

matrix of the vibronic dimer dynamics, and performing the appropriate change of basis. For electronic
dimers, the Frenkel Hamiltonian corresponds to the first two terms of the Hamiltonian described in
Eq. (2). Thus, the two monomers have a site representation described by the states {| ‘̃1 Í, | ‘̃2 Í},
and due to the electronic coupling two single exciton states {| ẽ Í, | ẽ

Õ
Í} after the diagonalization of

the Frenkel Hamiltonian.
Specifically, the two phycoerythrobilin (PEB) chromophores from the protein-antenna phyco-

erythrin 545 (PE545) of marine cryptophyte algae (see Table 1) are considered below. The PEB
dimer has a large energy gap between excited electronic states, and due to large separations between
chromophores, the electronic coupling is small, in consequence, highly localized excitonic states
appears. For this light-harvesting system, long-lasting coherences in 2DPE experiments have been
reported, and the presence of high energy intramolecular vibrations in resonance with the electronic
states have been proposed as a plausible explanation of these long-lasting coherences (9, 15, 34, 35).

Regarding the coherences observed in 2DES experiments, the conclusion from previous discussions
is that they are a consequence of the use of pulsed laser excitation, i.e., light with high temporal
coherence, and that the main phenomena information corresponds to information on the system-bath
interaction post excitation. In this paper, we study the scenario where, after rapid incoherent
excitation from the electronic ground state for the sites and equilibrium thermal state (T = 300 K)
for the intramolecular vibrational modes, the system continues to interact with the incident blackbody
radiation (24, 26). We analyze the incoherent excitation process taking into account an intramolecular
vibrational mode for each of the two monomers, in full resonance with the exciton splitting, i.e.,
ÈDBV = �eDBV = 1058 cm≠1, with a vibronic coupling strength of 267.1 cm≠1.

Single vibronic exciton basis. Firstly, we analyze the density matrix dynamics considering the
e�ect of the blackbody bath only, i.e., the non-unitary e�ects related to the phonon bath are set
to zero in Eq. (7). We assume that initially the system and the blackbody bath are decoupled
fl(t0) = flS(t0) ¢ flBB(t0). Additionally, we consider that the transition dipole moment is constant in
time and neglect the e�ect of di�erent orientations of the transition dipole moment and the electric
field; thus we consider them parallel. We consider excitation from the ground state, and the suddenly
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excitonictimescales,photosyntheticlightharvestingproceeds
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Fig. 3. Top panels—Dynamics in the single exciton basis for the vibronic dimer case {| e Í, | eÕ Í}, and the electronic dimer case {| ẽ Í, | ẽÕ Í} varying the reorganization
energy � [cm≠1] (color coding is shown on the top left box): A,B) Populations of the lowest and highest energy single exciton states (solid and dashed lines represent
the vibronic and electronic dimer cases, respectively). C) Single exciton coherence in the vibronic dimer model. D) Single exciton coherence in the electronic dimer model.
Bottom panels—Dynamics in the site basis (vibronic dimer case {| ‘1 Í, | ‘2 Í}, and electronic dimer | ‘̃1 Í, | ‘̃2 Í) varying the reorganization energy � [cm≠1] (same
color coding as the top panels): E,F) Populations of the two site states in the vibronic dimer (solid lines) and the electronic dimer (dashed lines). G) Coherence between site
states in the vibronic dimer model. H) Coherence between site states in the electronic dimer model. Baths parameters are TPB = 300 K, TBB = 5600 K.

Figure 2 A, D, and G depicts the dephasing rate “18,20 as a function of the ratios g/�‘ and È/�‘,
thus, the parameters of the electronic degrees of freedom for the vibronic PEB dimer do not vary,
and adopt the values shown in Table 1. Figure 2 B, E, and H depicts the dephasing rate “18,20 as a
function of the ratios g/�‘ and V/�‘, this allows to analyze the behaviour of this rate as a function
of the electronic and vibronic couplings. Figure 2 C, F, and I depicts the dephasing rate “18,20 as a
function of the ratios g/�‘ and D, this allows to analyze the behaviour of this rate as a function of
the coupling to the blackbody radiation while the electronic degrees of freedom do not vary and the
vibronic coupling change.

The dephasing rate “18,20 display a no-monotonic behavior under the variation of the quantities
defined above. For the values of the reorganization energies considered in the Figure 2, the increase
of the transition dipole moment amplitude leads to higher values in the dephasing rate “18,20 (see
Fig. 2 C, F and I). With the increase of the reorganization energy, i.e., with a higher coupling
to the phonon bath, and considering no change in the dipole moment amplitude, the order of the
dephasing rate “18,20 increases, for � = 0, 10, 100 [cm≠1] æ “18,20 ≥ 108

, 1012
, 1013 [s≠1], respectively

(see Fig. 2 A, B, D, E, G and H). Under the e�ect of the blackbody radiation bath only (� = 0),
there is a di�erence regarding to the � = 10 case of four order of magnitude in the dephasing rate
“18,20, that obeys to the fact mention above, suddenly turned-on incoherent light-induced dynamics
are coherent and last for hundreds of picoseconds.

A. Exciton and site basis. To show the significance of including high frequency intramolecular
vibrational modes, in the open system dynamics under incoherent-light excitation of light harvesting
dimers, we compare the case of an electronic dimer (without specific intramolecular vibrational
modes), with the case of a vibronic dimer, as considered along this paper (see Eq. 2). Figure 3
show the populations and coherences in the exciton (top panels) and site bases (bottom panels),
with (vibronic dimer) and without (electronic dimer) intramolecular vibrational modes.

In the exciton basis, the values of the populations for both vibronic and electronic dimers in the
absence of the phonon bath (� = 0 cm≠1) are of the order of 10≠6, so there is no advantage in the
inclusion of specific intramolecular vibrational modes, as considered in the vibronic dimer model.
However, the population of the lowest energy exciton state is higher in the case of the vibronic
dimer regarding the electronic dimer case, and the opposite for the population of the highest energy
exciton state. Concerning to the coherence between single exciton states, the amplitude of this
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ABSTRACT: Recent observations of coherence in photosynthetic complexes have led to
the question of whether quantum effects can occur in vivo, not under femtosecond laser
pulses but in incoherent sunlight and at steady state, and, if so, whether the coherence
explains the high exciton transfer efficiency. We introduce the distinction between state
coherence and process coherence and show that although some photosynthetic pathways
are partially coherent processes, photosynthesis in nature proceeds through stationary states.
This distinction allows us to rule out several mechanisms of transport enhancement in
sunlight. In particular, although they are crucial for understanding exciton transport, neither
wavelike motion nor microscopic coherence, on their own, enhance the efficiency. By
contrast, two partially coherent mechanismsENAQT and supertransfercan enhance
transport even in sunlight and thus constitute motifs for the optimization of artificial
sunlight harvesting. Finally, we clarify the importance of ultrafast spectroscopy in
understanding incoherent processes.
SECTION: Energy Conversion and Storage; Energy and Charge Transport

Recent observations of oscillatory spectroscopic signals in
photosynthetic light-harvesting complexes1−5 have led to

suggestions that dynamical quantum effects may also occur in
vivo, perhaps having a biological purpose6−10 and having been
favored by natural selection. This question has been difficult to
answer because the strong, coherent laser light used in
experiments is substantially different from the weak, incoherent
sunlight. In particular, because sunlight intensity is constant on
excitonic time scales, photosynthetic light harvesting proceeds
through steady states and can be described by rate equations.11

Indeed, the related problem of the photoisomerisation of
rhodopsinthe central event of visioncan be adequately
described using a completely incoherent model.12

In this work, we investigate whether coherence can enhance
excitonic transport under incoherent illumination. Several
mechanisms by which coherence is known to enhance transport
in coherently excited systems do not apply to photosynthesis in
sunlight. For example, because sunlight excites the entire
complexand not individual sitesand because transport is
through a steady state, there is no “wavelike transport” that
might speed up exciton delocalization. Indeed, we argue that, in
most cases, coherence may be an evolutionary spandrelan
accidental byproduct of the selection of another property13
because it is quite likely that equally efficient incoherent
transport mechanisms are possible. However, we also identify
mechanisms that can enhance transport, even in sunlight. These
mechanismsenvironment-assisted quantum transport
(ENAQT) and supertransferconstitute viable design princi-
ples for the engineering of artificial light-harvesting complexes.
Our findings do not imply that the oscillatory spectroscopic

signals seen with coherent light are irrelevant; quite the
opposite, coherent optical spectroscopy14,15 is indispensable for
elucidating transfer mechanisms and providing evidence of the

strong interchromophoric coupling that can lead to ENAQT
and supertransfer in nature.
Photosynthetic complexes consist of a number of (bacterio)-

chlorophyll molecules, also called chromophores or sites, held
in place by a protein scaffold (see Figure 1).16 Each chlorophyll
can be in the ground or excited states, and the question of
coherence in photosynthesis is, roughly speaking, whether a
particular excitation can be coherently delocalized over multiple
sites. We start by making this question more precise, which
requires distinguishing several types of coherence (see Table
1). In particular, we stress the distinction between state
coherence and process coherence, and the fact that one does not
imply the other.
A quantum state, described by a density matrix ρ, is called

“pure” if it can be represented by a wave function, ρ = |ψ⟩⟨ψ|,
and “mixed” otherwise. The purity Tr(ρ2) is a basis-
independent measure of how close a state is to being pure.
Off-diagonal elements of ρ are usually called “coherences,” but
they are basis-dependent: a state diagonal in one orthonormal
basis will not be diagonal in any other. Two bases are
particularly important in discussing excitonic systems. The site
basis is the basis in which each exciton is localized on a
particular site, while the energy or exciton basis is the eigenbasis
of the system Hamiltonian. Because of the coupling between
sites, the two bases usually do not coincide.
Processes can also be described as coherent or incoherent,

depending on the degree to which the evolution of an open
quantum system is dominated by the unitary part or by the
dissipative part.18 In multichromophoric systems, a process is
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Figure taken from Panitchayangkoon et. al., Proc. Natl. Acad. Sci. 
USA 108, 52, 20908-20912 (2011)

ences couple to populations. A representative absorptive rephas-
ing 2D spectrum of the FMO complex is shown in Fig. 2 (Inset).
We consider only the absorptive (real) portion of the rephasing
signal, which eliminates contributions from interfering response
pathways and improves spectral resolution. On the diagonal,
excitonic features blend together, but the lowest energy exciton
1 peak is most well resolved. Downhill energy transfer between
two coupled excitonic states gives rise to cross-peaks below the
diagonal. Because of peak broadening and the small energy dif-
ference between excitons 2 and 3, the cross-peaks between exci-
tons 1 and 2 and between excitons 1 and 3 overlap with each
other, apparently forming one well-resolved cross-peak below the
main diagonal.

We observe two pronounced quantum beating frequencies
within the amplitude oscillations of the most well-resolved cross-
peak (green dot) (21). The coherence beating signal (green trace)
in Fig. 2 was obtained by subtracting two exponentials corre-
sponding to population transfer dynamics. A Fourier transform
of this signal reveals approximately twice as great a contribution
from the lower frequency (ω12) component as from the high
frequency component (ω13).

Next, we isolate the population signal. In rephasing 2D spectra,
the perturbative pathways used to probe the populations all
involve interactions with light of the same color. Therefore, sig-
nals associated with populations will appear on the main diagonal
(ωτ ¼ ωt). We hypothesize that coupling between populations
and coherences will be strongest for coherence and populations
involving a common state. Therefore, we expect the coherence
signal isolated above to drive population oscillations on the
main diagonal features either directly above or directly to the left
of the observed coherence signal. The width of our laser spectrum
precludes precise measurements of the lowest energy exciton
population. We therefore extrapolate vertically from the cross-
peak signal to the main diagonal to extract a population signal.

As we will show later, the observed signal appears throughout the
lower part of the diagonal feature and is not strongly dependent
on this choice.

To isolate the oscillatory component of the population signal
from the exponential relaxation dynamics, we again remove a
biexponential decay. The data prior to T ¼ 80 fs have been
excluded from our analysis to avoid pulse overlap effects. The
resulting oscillatory population signal (red) is plotted in Fig. 2
above the quantum coherence beating signal (green) described
previously. We observe pronounced oscillation in the population
with similar frequencies to those in the coherence signal but
phase-shifted from the coherence signal. As a control, we have
checked that this result does not change qualitatively if the initial
coherence time points are discarded providing discrimination
against pulse overlap in the indirect, τ, domain as well.

We examine this phase shift further by quantifying the fre-
quency and phase of the population signal relative to the quan-
tum coherence beating. Using the procedure described by Hayes
et al. (21), we first fit the cross-peak quantum beating signal with
a linear combination of two exponentially damped sine functions,

ScohðTÞ ¼ A12 sinðω12T þ ϕ12Þe−γ12T þ A13 sinðω13T þ ϕ13Þe−γ13T;
[5]

where A12ð13Þ, ω12ð13Þ, ϕ12ð13Þ, and γ12ð13Þ represent the magnitude,
frequency, phase, and lifetime associated with the coherence sig-
nal from excitons 1 and 2 (1 and 3) (all regression parameters are
given in Supporting Information). Next, we model the functional
form of the population oscillation signal. For this regression, we
hold A12ð13Þ, ω12ð13Þ, ϕ12ð13Þ, and γ12ð13Þ constant based on the
above fit to the coherence signal and fit only three parameters:
a phase shift, ΔΦ, and two weighted contributions, κ22;12 and
κ22;13, representing the relaxation superoperator elements that
link coherences to population,

Scoh→popðTÞ ¼ κ22;12A12 sinðω12T þ ϕ12 þ ΔΦÞe−γ12T

þ κ22;13A13 sinðω13T þ ϕ13 þ ΔΦÞe−γ13T: [6]

A comparison of the fits (solid) and raw data (dashed) is shown
in Fig. 2. The resultant phase shift is approximately 90°
(ΔΦ ¼ 85% 9°). The 90° phase shift of the population oscillation
signal allows us to exclude the possibility that this signal is quan-
tum beating due to unitary evolution of the coherences. This
phase shift also effectively discriminates against signals arising
from the wings of the coherence feature; such a signal would
be in phase with the coherence signal. Similarly, coherence beat-
ing due to an excited-state absorption pathway would be 180° out
of phase.

This 90° phase shift is unusual in two-dimensional spectro-
scopy. We designed a filter to better visualize the extent of this
signal. We employ a z-transform filter because it maintains phase
information while providing better filtering than a simple Fourier
transform (22). Applying a z-transform filter across the waiting
time, T, axis of the dataset, we isolate long-lived beating signals
(dephasing rate, Γ, less than 30 cm−1) with a beat frequency,
ωT , between 155 and 163 cm−1, corresponding to the difference
frequency between excitons 1 and 2 (23). This beating signal
appears in our data only at the position of the expected exciton
1-2 cross-peak and on the diagonal directly above it (Fig. 3A).
The phase of the signal (Fig. 3B) shows the characteristic phase
shift of approximately 90° throughout the spectral feature. A
similar relationship exists for the 200 cm−1 beat frequency corre-
sponding to the difference frequency between excitons 1 and 3
(see Supporting Information). This filter confirms that the signal
is specific to the exciton and population in question and does not
arise from vibration, laser fluctuations, or other noise sources.

Fig. 2. An overlay of quantum coherence beating (green) and population
oscillation (red) highlights the 90° phase shift in the experimental signals ex-
tracted from rephasing data. This observed phase shift results from a cou-
pling between the oscillating coherence signal to the time-derivative of
population dynamics. The experimental data are shown in solid circles con-
nected by dashed lines, and the fits are shown in solid lines. A representative
2D spectrum from a rephasing pathway at T ¼ 1;260 fs is shown in the Inset;
the green and red circles highlight the spectral position from which the sig-
nals are extracted. The fit of the population oscillation signal is obtained by
adjusting only the phase and amplitudes of the fit of the coherence signal.
Although the model successfully captures the frequency and position of the
extrema, the population signal also couples to other coherences giving rise to
fluctuations not captured by this model.
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ABSTRACT: Light-induced processes that occur in nature, such as photosynthesis and
photoisomerization in the first steps in vision, are often studied in the laboratory using
coherent pulsed laser sources, which induce time-dependent coherent wavepacket
molecule dynamics. Nature, however, uses stationary incoherent thermal radiation, such
as sunlight, leading to a totally different molecular response, the time-independent steady
state. It is vital to appreciate this difference in order to assess the role of quantum
coherence effects in biological systems. Developments in this area are discussed in detail.

The interaction of light with matter is ubiquitous in nature
and central to the function of many natural processes.1

Sample issues, of longstanding physical chemistry interest, are
bacterial or plant photosynthesis,2 and isomerization in the first
steps in vision.3,4 Challenging questions that have emerged5,6

from pulsed laser experiments7−12 have motivated vigorous
discussions as to the role of quantum mechanics and
“nontrivial” quantum effects (such as interference, entangle-
ment, nonlocality, etc.13−16) in natural nanoscale biological
systems. In addition, information gleaned from these systems
are stimulating new directions in light-based technologies such
as photocells,17,18 and recent results have provided new insights
into the way in which these systems should be considered
computationally and conceptually.19

There is, however, a significant issue regarding the
relationship between the results of the primary laboratory
methods of studying these processes (via coherent pulsed laser
excitation) and natural scenarios (that occur due to excitation
with stationary incoherent radiative sources, such as sunlight).
These two methods of molecular excitation lead to dramatically
different molecular responses, although this difference is often
unappreciated.
The central issue is readily stated. Modern studies of the

interaction of light with matter utilize coherent pulsed laser
sources, with ever decreasing pulse durations (nanoseconds to
picoseconds to femtoseconds to attoseconds). This has led to a
trend in the approach used to understand these processes. For
example, a recent Faraday discussion20 provides an overview of
the current focus of experimental, computational and
theoretical studies of the excitation of matter by incident
light. Pulsed laser intensity, coherence, and time duration serve
as the underlying themes of the papers presented and of the
associated discussions. Indeed, these topics, and particularly

coherent wave packet dynamics,21 dominate the approach
invoked to understand the interaction of light with matter.
However, this approach is not directly relevant to natural

light-induced processes, where excitation occurs with natural
stationary incoherent radiation (such as sunlight, noise, etc.) As
discussed in detail in this Perspective, stationary incoherent
radiation has a profoundly different effect on molecules than
does pulsed coherent laser radiation.22−27 Indeed, tools
developed to understand excitation with pulsed coherent
sources often lead to misunderstandings as to the characteristics
of natural processes. This is particularly true for the issue of the
rates of processes as well as coherences, and the time evolution
of the processes themselves.

This Perspective provides an overview of developments in
understanding natural light (or noise)-induced processes and
tools appropriate for their analysis. The first part of this
Perspective summarizes features of natural light-induced
processes and the differences between these features and
results emerging from laboratory laser studies. The second part
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3. Dinámica de sistemas cuánticos abiertos

Debido a la imposibilidad de aislar un sistema cuántico de la influencia de su entorno, se hace

necesario implementar metodologías para estudiar su dinámica (evolución temporal), en lo que

se conoce como la teoría de sistemas cuánticos abiertos [1, 2, 3, 5]. Un sistema cuántico abierto

S corresponde a uno que se encuentra acoplado a otro sistema E, el cual representa el entorno.

Cada uno de estos sistemas corresponden realmente a dos subsistemas de un sistema global

S + E, el cual se considera aislado.

En la descripción del problema mediante el enfoque de sistema-reservorio, el espacio de Hilbert

del sistema global S + E está dado por el producto tensorial HSE = HS ⌦ HE, en donde HS y

HE representan los espacios de Hilbert del sistema S y del entorno E, respectivamente. El

hamiltoniano del sistema global S + E puede escribirse en la forma

Ĥ = ĤS ⌦ 1̂E + 1̂S ⌦ ĤE + ĤI, (3.1)

en donde ĤS representa el hamiltoniano libre para el sistema S, ĤE el hamiltoniano libre para

el entorno E, y ĤI el hamiltoniano de interacción, el cual describe el acoplamiento entre el

sistema cuántico abierto S y el entorno E (ver Fig. 3.1). Los operadores 1̂E y 1̂S corresponden

a los operadores identidad de los espacios de Hilbert asociados al entorno E y al sistema S,

respectivamente [1, 21, 2, 3].

E,HE, ⇢̂E

S,HS, ⇢̂S

(S + E,HS ⌦HE, ⇢̂)

Figure 3.1: Enfoque sistema-reservorio
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Open quantum system

3.1.1 Operador de densidad reducido

El sistema global S + E en la Ec. (3.1), el cual se considera aislado es descrito a través del operador

densidad ⇢̂(t), y evoluciona unitariamente mediante la ecuación de Liouville-Von Neumann (3.3)

[1, 21, 2, 3]. La dinámica del sistema cuántico abierto S se describe mediante el operador de

densidad reducido, el cual se calcula trazando los grados de libertad asociados al entorno E en

el operador densidad ⇢̂(t) del sistema global S + E. De esta forma, el operador de densidad

reducido para el sistema S se define como

⇢̂S(t) = TrE ⇢̂(t) = TrE{Û(t)⇢̂(0)Û †(t)}, (3.4)

A su vez, satisface la ecuación

d⇢̂S(t)

dt
= � i

~ TrE
h
Ĥ(t), ⇢̂(t)

i
. (3.5)

En general, la influencia del entorno sobre el sistema conlleva a que la dinámica de este sea

no-unitaria, esto se ve reflejado en los fenómenos de disipación, fluctuaciones y decoherencia

[1, 6, 21, 2, 3]. Los valores esperados de todos los observables que operan sobre el espacio de

Hilbert HS del sistema cuántico abierto S son calculados mediante la matriz de densidad reducida

hÔi = TrS{Ô⇢̂S}. (3.6)

3.2 Dinámica del operador de densidad reducido

En el primer apartado de esta sección se analiza la dinámica del operador de densidad reducido

mediante una ecuación maestra en la aproximación de Born-Markov, la cual representa una forma

bastante simple de representar la dinámica del operador de densidad reducido, para sistemas

débilmente acoplados a entornos sin memoria [1, 23, 2, 6, 7]. Seguidamente, se desarrolla el

formalismo propuesto por Feynman-Vernon, mediante el cual se obtiene la dinámica del operador

de densidad reducido, trazando sobre los grados de libertad del entorno mediante integrales de

trayectoria [9, 16]. Dicho formalismo puede elaborarse sin recurrir a ningún tipo de aproximación,

lo cual permite tratar sistemas cuánticos abiertos a bajas temperaturas, con acoplamiento fuerte

a su entorno y fuera de la aproximación de Markov, en lo que se conoce como sistemas no-

Markovianos [9, 24, 11, 12, 22, 3, 5].

3.2.1 Ecuación maestra en la aproximación de Born-Markov

En el formalismo de ecuaciones maestras [1, 2, 21], la dinámica del operador de densidad reducido

es frecuentemente expresada como

⇢̂S(t) = V̂ (t)⇢̂S(0), (3.7)

10

Para probar que un valor negativo de QM implica no clasicalidad en un estado cuántico
se puede relacionar con la distribución P (↵) haciendo uso de la Ec. (2.19) en la forma

QM =
hâ†2â2i � hâ†âi2

hâ†âi =
h↵⇤2

↵
2i

P
� h↵⇤

↵i2
P

h↵⇤↵i
P

=
h(↵⇤

↵� h↵⇤
↵i

P
)2i

P

h↵⇤↵i
P

. (2.21)

El valor de QM sería siempre positivo si P (↵) correspondiera a una distribución clásica
de probabilidad. De esta forma, si el valor de QM resulta negativo es debido a la no
clasicalidad de la distribución P (↵) [60].

2.3. Dinámica de sistemas cuánticos abiertos

2.3.1. Operador de densidad reducido

El sistema global S + E en la Ec. (2.1), el cual se considera aislado se describe a través
del operador de densidad ⇢̂(t), y evoluciona unitariamente mediante la ecuación de
Liouville-Von Neumann (2.3) [48, 49, 54, 56]. La dinámica del sistema cuántico abierto
S se describe mediante el operador de densidad reducido, el cual se calcula trazando
sobre los grados de libertad asociados al entorno E en el operador de densidad ⇢̂(t) del
sistema global S + E. De esta forma, el operador de densidad reducido para el sistema
S se define como

⇢̂S(t) = TrE ⇢̂(t) = TrE{Û(t)⇢̂(0)Û †(t)}, (2.22)

en donde Û corresponde al operador evolución temporal del sistema global S + E. A
partir de la ecuación de Liouville-Von Neumann (2.3), el operador de densidad reducido
satisface la ecuación

d⇢̂S(t)

dt
= � i

~ TrE
h
Ĥ(t), ⇢̂(t)

i
. (2.23)

En general, la influencia del entorno E sobre el sistema S conlleva a que la dinámica de
este sea no-unitaria, esto se ve reflejado en los fenómenos de disipación y decoherencia
[41, 48, 49, 54, 56]. El valor esperado para un operador Â definido en el espacio de
Hilbert HS del sistema cuántico abierto S es calculado mediante el operador de densidad
reducido en la forma

hÂi = TrS{Â⇢̂S}. (2.24)

2.3.2. Aplicaciones dinámicas cuánticas

Con el fin de introducir la noción de aplicación dinámica cuántica se presupone que no
existen correlaciones iniciales entre el sistema y el entorno, entonces el estado inicial
del sistema global S + E puede escribirse como

⇢̂(0) = ⇢̂S(0)⌦ ⇢̂E(0). (2.25)
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von-Neumann Equation

Usualmente, el sistema cuántico abierto corresponde a uno de pocos grados de libertad, mientras

que el entorno se asocia a uno de muchos grados de libertad, generalmente infinitos. En la

mecánica estadística se dice que el entorno representa un reservorio, si sus grados de libertad

son infinitos. Además, si está en un estado de equilibrio térmico, se considera a dicho reservorio

como un baño térmico [1, 6, 21, 7].

El objetivo principal en la teoría de los sistemas cuánticos abiertos es evitar la integración

del sistema global, es decir, del sistema cuántico abierto de interés S junto con su entorno E,

esto debido al enorme número de grados de libertad involucrados. Adicionalmente, los efectos

físicos de interés, tanto su identificación como iterpretación, se asocian a la dinámica del sistema

cuántico abierto S, por lo cual la dinámica explícita del entorno no es relevante, sino su efecto

sobre el sistema S. El objetivo mencionado se logra al describir la dinámica del sistema cuántico

abierto S en términos de su matriz de densidad reducida, como se analizará en adelante [1, 6,

21, 2, 3, 7].

3.1 Estados mezclados y operador de densidad

Si un sistema cuántico se encuentra en un estado mezclado, es decir, en un ensamble estadístico

de estados puros {| (t)i}, con probabilidades {pn}, puede ser caracterizado mediante el operador

de densidad [8]

⇢̂(t) =
X

n

pn | n(t)i h n(t)| . (3.2)

Las principales propiedades del operador de densidad son:

• ⇢̂
† = ⇢̂ (Hermiticidad).

• Tr ⇢̂ = 1 (Normalización).

• Tr ⇢̂2 = 1 (Condición válida para estados puros).

• Tr ⇢̂2 < 1 (Condición válida para estados mezclados).

• hÔi = Tr{⇢̂Ô} (Valor esperado de un operador Ô).

Diferenciando la Ec. (3.2) respecto al tiempo y haciendo uso de la ecuación de Schrödinger (2.2),

la evolución temporal del operador de densidad obedece a la ecuación de Liouville-von Neumann

o también conocida como ecuación de Liouville cuántica [8]

d⇢̂(t)

dt
= � i

~

h
Ĥ(t), ⇢̂(t)

i
. (3.3)
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con su entorno E, esto debido al enorme número de grados de libertad involucrados.
Adicionalmente, los efectos físicos de interés, tanto su identificación como interpretación,
se asocian a la dinámica del sistema cuántico abierto S, por lo cual la dinámica explícita
del entorno no es relevante, sino su efecto sobre el sistema S. Esto se logra al describir la
dinámica del sistema cuántico abierto S en términos del operador de densidad reducido,
como se analizará posteriormente [41, 45, 48, 49, 54, 56].

2.1.1. Operador de densidad

Si un sistema cuántico se encuentra en un estado mixto, es decir, en un ensamble
estadístico de estados puros numerables {| n(t)i}, con probabilidades {pn}, este puede
caracterizarse mediante el operador de densidad definido como[57]

⇢̂(t) =
X

n

pn| n(t)ih n(t)|, (2.2)

en donde los coeficientes pn � 0 cumplen con la condición de normalización
P

n
pn = 1.

Diferenciando la Ec. (2.2) respecto al tiempo y haciendo uso de la ecuación de
Schrödinger, la evolución temporal del operador de densidad obedece a la ecuación
de Liouville-Von Neumann [57]

d⇢̂(t)

dt
= � i

~

h
Ĥ(t), ⇢̂(t)

i
. (2.3)

Las principales propiedades del operador de densidad son:

⇢̂
† = ⇢̂ (Hermiticidad).

Tr ⇢̂ = 1 (Normalización)†.

Tr ⇢̂2 = 1 (Condición válida para estados puros).

Tr ⇢̂2 < 1 (Condición válida para estados mixtos).

⇢aa � 0 (Elementos diagonales no negativos en cualquier representación).

⇢aa⇢bb � |⇢ab|2 (Desigualdad de Schwartz).

hÔi = Tr{⇢̂Ô} (Valor esperado de un operador Ô).
†La abreviación Tr hace referencia a la traza del operador en cuestión, la cual corresponde a la suma

de los de elementos diagonales en una representación matricial para una base ortonormal completa |ni.
Tr Â =

P
nhn|Â|ni =

P
n Ann [41, 48].
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trayectoria [68], entre otros [55]. Aunque en los últimos años se han evidenciado avances
significativos en la cuantificación de dinámicas no markovianas mediante la estructura-
ción de diferentes medidas de no markovianidad, el estudio de los procesos no marko-
vianos representa un campo en constante desarrollo y con grandes desafios por resolver
[55, 66, 67].

Con el propósito de cuantificar el carácter no markoviano de un proceso cuántico,
en los últimos años se han introducido diferentes medidas de no markovianidad basadas
en la desviación respecto a una aplicación divisible y la cuantificación del retorno de
información del entorno al sistema durante la dinámica, mediante funciones que asignan
un número positivo o cero, de tal forma que el valor cero es obtenido si y sólo si el proceso
es markoviano [55, 66, 67].

2.4. Formalismo de Redfield y transformaciones polarónicas

2.4.1. Ecuación maestra de Redfield

La ecuación maestra de Redfield [69] en la base de estados propios {|ai} del hamilto-
niano ĤS [41, 45, 70] corresponde a:

d⇢ab(t)

dt
= �i!ab⇢ab(t)�

X

cd

Rab,cd ⇢cd(t), (2.39)

en donde !ab = (Ea �Eb)/~ corresponde a la frecuencia de transición entre los estados
propios del hamiltoniano y Rab,cd el tensor de relajación de Redfield. La ecuación maes-
tra de Redfield (2.39) considera tres aproximaciones: ausencia de correlaciones iniciales
entre el sistema S y el entorno E, suposición de acoplamiento débil entre el sistema
S y el entorno E y la dinámica para ⇢(t) es lenta comparada con la escala de tiempo
de relajación del entorno E [41, 45, 70]. Mediante el formalismo de Redfield se pueden
identificar cuatro diferentes clases de procesos asociados al tensor de relajación: trans-
ferencia de población (a = b, c = d), decaimiento de coherencias (a = c, b = d, a 6= b),
intercambio entre poblaciones y coherencias (a = b, c 6= d, c = d, a 6= b) e intercambio
de coherencia (ninguna de las anteriores combinaciones) [41].

2.4.2. Transformación polarónica

Con el propósito de poder ir más alla de la aproximación de acoplamiento débil en
el formalismo de Redfield se puede hacer uso de una transformación canónica en la
resolución de la dinámica del operador de densidad reducido del sistema S, basada en
el concepto de polarones [71], en lo que se conoce como una transformación polarónica.
El concepto de polarón surgió en el área de materia condensada, para describir una
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resolución de la dinámica del operador de densidad reducido del sistema S, basada en
el concepto de polarones [71], en lo que se conoce como una transformación polarónica.
El concepto de polarón surgió en el área de materia condensada, para describir una
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âk,s("k,s)e�i!t and Ê(�)(t) =
h
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vibronic exciton states | n i, defined by ĤS| n i = ⇠n| n i. The interest here is in the

manifold of vibronic single exciton states

| 
(✏)
n i =

NX

i=1

X

⌫i

C
n
i,⌫i | ✏i, ⌫i i. (5)

The intersite mixing ratio24 for a dimer is defined by

⇣nm =
X

⌫,µ

⇣��Cn
1,⌫

��2 ��Cm
2,µ

��2 +
��Cm

1,⌫

��2 ��Cn
1,µ

��2
⌘
, (6)

this ratio characterizes the type of coherence in the single vibronic exciton basis: ⇣nm = 1 for

a pure electronic coherence, and ⇣nm = 0 for a pure vibrational coherence. The electronic

contribution of a single vibronic exciton state is given by26

�n =
��Cn

1,0

��2 +
��Cn

2,0

��2 , (7)

where �n = 0 for a pure vibrational state, and �n = 1 for a pure electronic state.

In the context of electronic energy transfer in a light-harvesting antenna under sunlight

illumination, the system described by the Hamiltonian 2 is considered immersed in a protein

and solvent environment treated as a local phonon bath. Sunlight, described adequately as

thermal radiation, is allowed to excite the entire aggregate. The system-bath Hamiltonian

and the Hamiltonian of the baths are then given by
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vibronic exciton states | n i, defined by ĤS| n i = ⇠n| n i. The interest here is in the

manifold of vibronic single exciton states

| 
(✏)
n i =

NX

i=1

X

⌫i

C
n
i,⌫i | ✏i, ⌫i i. (5)

The intersite mixing ratio24 for a dimer is defined by

⇣nm =
X

⌫,µ

⇣��Cn
1,⌫

��2 ��Cm
2,µ

��2 +
��Cm

1,⌫

��2 ��Cn
1,µ

��2
⌘
, (6)

this ratio characterizes the type of coherence in the single vibronic exciton basis: ⇣nm = 1 for

a pure electronic coherence, and ⇣nm = 0 for a pure vibrational coherence. The electronic

contribution of a single vibronic exciton state is given by26

�n =
��Cn

1,0

��2 +
��Cn

2,0

��2 , (7)

where �n = 0 for a pure vibrational state, and �n = 1 for a pure electronic state.

In the context of electronic energy transfer in a light-harvesting antenna under sunlight

illumination, the system described by the Hamiltonian 2 is considered immersed in a protein

and solvent environment treated as a local phonon bath. Sunlight, described adequately as

thermal radiation, is allowed to excite the entire aggregate. The system-bath Hamiltonian

and the Hamiltonian of the baths are then given by
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the chromophores and environmental fluctuations must be per-
formed with caution, to calculate correct exciton dynamics.
While in most theoretical studies of vibronic excitons, the envi-
ronmental interactions are either described solely by electronic
energy fluctuations or by vibrational relaxation.

In the current work, we calculate exciton dynamics, lin-
ear absorption, and 2DES of systems comprised of model
homodimers by implementing the hierarchical equations of
motion (HEOM) approach (30), a nonperturbative method
describing dissipative quantum dynamics under the intermedi-
ate coupling regime (where the electronic coupling strength is
comparable to the reorganization energy).This allows us to build
a more complete picture by investigating the effects of exciton-
vibrational resonance on coherence lifetime considering the
interplay between electronic energy fluctuations and vibrational
relaxation concurrently. As such, we report how the character
change of the state between electronic and vibrational degrees
of freedom (DOFs) contribute to both coherence lifetime and
intensity.

Model
Herein we consider simulations of the linear absorption and
2DES for several systems and modeling the underlying dynamics
within a system of three homodimers with different interchro-
mophore coupling schemes (electronic versus vibronic). The
electronically coupled homodimer (ED) is modeled as Frenkel
excitons (31), where each chromophore is modeled as a two-
level system; this configuration forces us to only consider the
zero-to-one exciton transition. The electronic ground (|0i) and
first excited (|ji) states of the j

th chromophore are connected
via electronic excitation and deexcitation operators and are
separated by the excitation energy, Ej . This coupling between
chromophores j and l is managed through a Coulombic inter-
action parameter, Jjl . The corresponding system Hamiltonian
of N -coupled chromophores thus reads as ĤE =

PN
j Ej |jihj |+PN

j 6=l Jjl |jihl |.
To model vibronically coupled homodimers (VDs), we con-

sider a Holstein Hamiltonian model (32), coupled with a form
similar to the Frenkel model, to describe the electronic states.
The VD Hamiltonian will be written in a local vibronic basis,
which explicitly couples electronic and vibrational DOFs. For
simplicity, each chromophore is coupled to a single intramolec-
ular vibrational mode with frequency !j . At a basic level,
the single chromophore Hamiltonian can be written as Ĥj =PN

j Ej |jihj |+ Ĥvib(!j )+ Ĥel�vib(!j ,Sj ). Here, Ĥvib(!j ) is the
vibrational Hamiltonian, described by a harmonic oscillator. Sj is
the dimensionless Huang–Rhys factor, representing the coupling
strength between the electronic and nuclear DOF for chro-
mophore j . We then complete the system Hamiltonian by includ-
ing the Jjl electronic coupling term as ĤV =

PN
j Ej |jihj |+PN

j 6=l Jjl |jihl |+
PN

j Ĥvib(!j )+
PN

j Ĥel�vib(!j ,Sj ).
All other vibrational modes (from protein and/or solvent fluc-

tuations) that couple to each chromophore are modeled by
an independent phonon bath composed of ⇠ harmonic oscil-
lators; these baths are described by ĤB. We assume that the
system is affected by the phonon bath through both electronic
energy fluctuations and vibrational relaxation and thus arrive
at a system-bath Hamiltonian organized as ĤSB =

PN
j=1 V̂j B̂j ,

where B̂j is taken to be the collective bath operator and V̂j is
the system operator that describes the effects of bath fluctua-
tions on the states of chromophore j . V̂j is a function of both the
dimensionless electronic energy fluctuation and the vibrational
relaxation constants, ⌘E and ⌘V, respectively. A schematic repre-
sentation of the entire system and coupling scheme is provided
in Fig. 1. For VD, these values are set to (⌘E, ⌘V)= (1, 1/3),

Chromophore 1 Chromophore 2

J S

ħω0

S

ħω0

ηV

ηE

ηV

ηE

Fig. 1. A schematic representation of both the vibrational states associated
with the electronic ground state (red potential) and the first excited state
(blue potential) within the local vibronic basis. The two Couloumbic-coupled
chromophores are shown as blue circles, and each respectively couples to its
individual phonon bath (orange circles).

while for ED, these coefficients are (⌘E, ⌘V)= (1, 0), as there
are no system vibrational DOFs coupled to the bath oscillators in
this case.

Just as coupling the intramolecular vibrational modes to
the electronic DOF shifts the equilibrium position of the sys-
tem oscillator, the introduction of system–bath coupling shifts
the equilibrium position of the bath oscillators. To maintain
the translational symmetry of the Hamiltonian around the
shifted equilibrium position, a counter term Hreorg is intro-
duced in the total Hamiltonian (33), obtaining an effective
system Hamiltonian. Detail of aforementioned Hamiltonians for
exciton dynamics, linear spectra, and 2DES calculation are in
SI Appendix.

Experimentally, rephasing 2D spectra are generated by
sequential interaction of three broadband laser pulses with a
sample to create a third-order polarization. This generates a 3D
signal theoretically described by third-order nonlinear response
functions, dependent on the waiting time between sequential
pulses, t1, t2, and t3 (34). The excitation and deexcitation of the
system states by laser pulses are described by transition dipole
operator, while the system dynamics during the waiting times
are calculated by the HEOM method. For 2D spectral simula-
tions of ED, we assume the total system is initially in a factorized
state. For those simulations on VD—due to the possible thermal
vibrational excitations—initial states are obtained by equilibrat-
ing the total system with the previously mentioned factorized
states using HEOM (SI Appendix, Eq. S20); finally, the rephasing
2D spectra at waiting time t2 is obtained after a double Fourier
transform on the third-order nonlinear response function (SI
Appendix, Eq. S25).

Results
To demonstrate the effects of exciton-vibrational resonance
on the distribution of oscillator strengths, both the transition
energies from the zero–exciton-vibrational vacuum state to the
one-exciton manifold and the oscillator strengths are calculated
across the span of electronic coupling values by diagonaliz-
ing the system Hamiltonian, ĤV (see Fig. 2). So as to avoid
dark states capable of obscuring observations of coherence life-
time, we set the dihedral angle between transition dipole vectors
equal to 2⇡/5, and both dipoles are set to be orthogonal to the
vector connecting them. The parameter set selected to study
the dimer was inspired by the J-aggregates of cyanine dyes
C8O3 (29), in which exist a vibrational mode around 668 cm�1

near-resonant to an exciton energy splitting with a very small
Huang–Rhys factor S =0.0006. In the 2DES calculation, we
consider two VDs, VD1 and VD2, at off- and near-resonant
conditions, respectively. Without loss of generality, the site
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jEj|jihj|+Ĥvib(!j)+Ĥel�vib(!j,Sj).Here,Ĥvib(!j)isthe
vibrationalHamiltonian,describedbyaharmonicoscillator.Sjis
thedimensionlessHuang–Rhysfactor,representingthecoupling
strengthbetweentheelectronicandnuclearDOFforchro-
mophorej.WethencompletethesystemHamiltonianbyinclud-
ingtheJjlelectroniccouplingtermasĤV=

PN
jEj|jihj|+ PN

j6=lJjl|jihl|+
PN

jĤvib(!j)+
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jĤel�vib(!j,Sj).
Allothervibrationalmodes(fromproteinand/orsolventfluc-

tuations)thatcoupletoeachchromophorearemodeledby
anindependentphononbathcomposedof⇠harmonicoscil-
lators;thesebathsaredescribedbyĤB.Weassumethatthe
systemisaffectedbythephononbaththroughbothelectronic
energyfluctuationsandvibrationalrelaxationandthusarrive
atasystem-bathHamiltonianorganizedasĤSB=

PN
j=1V̂jB̂j,

whereB̂jistakentobethecollectivebathoperatorandV̂jis
thesystemoperatorthatdescribestheeffectsofbathfluctua-
tionsonthestatesofchromophorej.V̂jisafunctionofboththe
dimensionlesselectronicenergyfluctuationandthevibrational
relaxationconstants,⌘Eand⌘V,respectively.Aschematicrepre-
sentationoftheentiresystemandcouplingschemeisprovided
inFig.1.ForVD,thesevaluesaresetto(⌘E,⌘V)=(1,1/3),
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Fig.1.Aschematicrepresentationofboththevibrationalstatesassociated
withtheelectronicgroundstate(redpotential)andthefirstexcitedstate
(bluepotential)withinthelocalvibronicbasis.ThetwoCouloumbic-coupled
chromophoresareshownasbluecircles,andeachrespectivelycouplestoits
individualphononbath(orangecircles).

whileforED,thesecoefficientsare(⌘E,⌘V)=(1,0),asthere
arenosystemvibrationalDOFscoupledtothebathoscillatorsin
thiscase.

Justascouplingtheintramolecularvibrationalmodesto
theelectronicDOFshiftstheequilibriumpositionofthesys-
temoscillator,theintroductionofsystem–bathcouplingshifts
theequilibriumpositionofthebathoscillators.Tomaintain
thetranslationalsymmetryoftheHamiltonianaroundthe
shiftedequilibriumposition,acountertermHreorgisintro-
ducedinthetotalHamiltonian(33),obtaininganeffective
systemHamiltonian.DetailofaforementionedHamiltoniansfor
excitondynamics,linearspectra,and2DEScalculationarein
SIAppendix.

Experimentally,rephasing2Dspectraaregeneratedby
sequentialinteractionofthreebroadbandlaserpulseswitha
sampletocreateathird-orderpolarization.Thisgeneratesa3D
signaltheoreticallydescribedbythird-ordernonlinearresponse
functions,dependentonthewaitingtimebetweensequential
pulses,t1,t2,andt3(34).Theexcitationanddeexcitationofthe
systemstatesbylaserpulsesaredescribedbytransitiondipole
operator,whilethesystemdynamicsduringthewaitingtimes
arecalculatedbytheHEOMmethod.For2Dspectralsimula-
tionsofED,weassumethetotalsystemisinitiallyinafactorized
state.ForthosesimulationsonVD—duetothepossiblethermal
vibrationalexcitations—initialstatesareobtainedbyequilibrat-
ingthetotalsystemwiththepreviouslymentionedfactorized
statesusingHEOM(SIAppendix,Eq.S20);finally,therephasing
2Dspectraatwaitingtimet2isobtainedafteradoubleFourier
transformonthethird-ordernonlinearresponsefunction(SI
Appendix,Eq.S25).

Results
Todemonstratetheeffectsofexciton-vibrationalresonance
onthedistributionofoscillatorstrengths,boththetransition
energiesfromthezero–exciton-vibrationalvacuumstatetothe
one-excitonmanifoldandtheoscillatorstrengthsarecalculated
acrossthespanofelectroniccouplingvaluesbydiagonaliz-
ingthesystemHamiltonian,ĤV(seeFig.2).Soastoavoid
darkstatescapableofobscuringobservationsofcoherencelife-
time,wesetthedihedralanglebetweentransitiondipolevectors
equalto2⇡/5,andbothdipolesaresettobeorthogonaltothe
vectorconnectingthem.Theparametersetselectedtostudy
thedimerwasinspiredbytheJ-aggregatesofcyaninedyes
C8O3(29),inwhichexistavibrationalmodearound668cm�1

near-resonanttoanexcitonenergysplittingwithaverysmall
Huang–RhysfactorS=0.0006.Inthe2DEScalculation,we
considertwoVDs,VD1andVD2,atoff-andnear-resonant
conditions,respectively.Withoutlossofgenerality,thesite
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artificial materials: Incoherent vibronic transport is more
efficient than a coherent mechanism when energetic disorder
exceeds the coupling between the donor and vibrationally
excited acceptor states. Finally, our results suggest that the role
of coherent vibronic transport for nonbilin PPCs should also be
reevaluated.
In the following, we use a spin-boson Hamiltonian (Figure

1a) to explore the mechanism of vibronic transport in a model
heterodimer where the electronic excitation of the donor (Ed, |
D⟩) and acceptor (Ea, |A⟩) pigments have an energy gap much
larger than the electronic coupling (ΔE = Ed − Ea ≫ V). In this
model, we make use of a linear response formalism22−24 that
allows for an exact coarse-graining of vibrational motion into
collections of effective harmonic oscillators. The electronic
states of both pigments are coupled to independent collections
of low-frequency vibrations (“electronic environment”, Figure
1b,c) that form a thermal bath described by an overdamped
Brownian oscillator spectral density
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where λelec is the reorganization energy and γelec is the peak
width. The low-frequency vibrations capture the inertial
component of the vibrational response to pigment excitation
that can arise, for example, from solvent librational modes.24,25

All of the main text results use γelec = 50 cm−1, as often assumed
for photosynthetic PPCs.16 Most pigment excitations are also
coupled to many high-frequency intramolecular vibrations, as
studied using, for example, fluorescence line narrowing
measurements26 and ab initio simulations,5,27,28 but here we
incorporate only a single high-frequency vibration coupled to
the acceptor that directly mediates donor-to-acceptor transport.
The high-frequency vibration is, in turn, coupled to a
continuum of vibrational modes that form a thermal bath and
cause the relaxation of vibrational excitations. In the electronic

basis (Figure 1b), we describe the combined influence of the
high-frequency vibration and its thermal bath on the excitation
energy of the pigments through an underdamped Brownian
oscillator spectral density (“effective vibration”, Figure 1b)
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where λvib = S·Ωvib is the reorganization energy, S is the
Huang−Rhys factor, γvib is the peak width, and Ωvib is the
vibrational frequency. We note that in all calculations presented
here there is a negligible rate of transport between the donor
and acceptor in the absence of the high-frequency vibration,
allowing us to focus on the vibronic transport mechanism.
Whereas simulations performed in the electronic basis can

provide an exact description of the net excitation transport
between the donor and acceptor, they cannot provide clear
insight into the underlying vibronic mechanism because the
dynamics of the resonant vibration are not explicitly described.
To illuminate the mechanism of vibronic transport, the high-

frequency vibration can be included in the system Hamil-
tonian,2,29−32 and the resulting potential energy surface (PES)
can be described as a nested funnel,32 shown in Figure 1c.
Because the vibration is an intramolecular mode on the
acceptor pigment, donor excitation results in an excited-state
PES (Figure 1c) that is equivalent to the ground-state but
vertically shifted by the excitation energy of the donor molecule
(gray curve, vibrational states: |νg⟩); electronic excitation of the
acceptor is coupled to the vibration, however, and results in an
excited-state PES that is both vertically and horizontally
displaced (black curve, vibrational states: |νe⟩). The system
Hamiltonian can be recast in the basis of vibronic states (Spin-
Boson Hamiltonian, Figure 1c), which are indexed by both the
electronic state of the dimer and the nuclear quantum number
of the explicit vibration (|A,νe⟩, |D,νg⟩). The coupling

Figure 1. (a) Schematic representation of a vibronic dimer Hamiltonian. (b) Diagrammatic representation of the electronic states (|A⟩,|D⟩) and the
corresponding spectral densities in the electronic basis. (c) “Nested Funnel PES”: The system Hamiltonian expressed as potential energy surfaces
(PES) when the high-frequency vibration is explicitly included. The donor PES (gray line, |D⟩) is a vertically displaced copy of the ground-state PES.
The acceptor PES (black line, |A⟩) is both vertically and horizontally displaced from the ground state. The horizontal displacement of the
equilibrium position is S2 . “Spin Boson Hamiltonian”: The system Hamiltonian expressed in the vibronic basis and the corresponding spectral
densities. “Vibronic Coupling”: The coupling between the lowest energy donor and the vibrationally excited acceptor state (Vvib) is smaller than the
electronic coupling between the lowest energy donor and lowest energy acceptor states (V0 = V⟨0g|0e⟩ ≈ V). (d) Schematic representations of the
parameters that determine the mechanism of vibronic transport. krelax is the rate of vibrational relaxation, which is proportional to γvib. δE

2 is the
variance of the vertical excitation energy of the pigments, which is proportional to λelec. σvib is the energy gap between the lowest energy donor and
vibrationally excited acceptor state.
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efficient than a coherent mechanism when energetic disorder
exceeds the coupling between the donor and vibrationally
excited acceptor states. Finally, our results suggest that the role
of coherent vibronic transport for nonbilin PPCs should also be
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heterodimer where the electronic excitation of the donor (Ed, |
D⟩) and acceptor (Ea, |A⟩) pigments have an energy gap much
larger than the electronic coupling (ΔE = Ed − Ea ≫ V). In this
model, we make use of a linear response formalism22−24 that
allows for an exact coarse-graining of vibrational motion into
collections of effective harmonic oscillators. The electronic
states of both pigments are coupled to independent collections
of low-frequency vibrations (“electronic environment”, Figure
1b,c) that form a thermal bath described by an overdamped
Brownian oscillator spectral density
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width. The low-frequency vibrations capture the inertial
component of the vibrational response to pigment excitation
that can arise, for example, from solvent librational modes.24,25
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for photosynthetic PPCs.16 Most pigment excitations are also
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studied using, for example, fluorescence line narrowing
measurements26 and ab initio simulations,5,27,28 but here we
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the acceptor that directly mediates donor-to-acceptor transport.
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continuum of vibrational modes that form a thermal bath and
cause the relaxation of vibrational excitations. In the electronic
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high-frequency vibration and its thermal bath on the excitation
energy of the pigments through an underdamped Brownian
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where λvib = S·Ωvib is the reorganization energy, S is the
Huang−Rhys factor, γvib is the peak width, and Ωvib is the
vibrational frequency. We note that in all calculations presented
here there is a negligible rate of transport between the donor
and acceptor in the absence of the high-frequency vibration,
allowing us to focus on the vibronic transport mechanism.
Whereas simulations performed in the electronic basis can

provide an exact description of the net excitation transport
between the donor and acceptor, they cannot provide clear
insight into the underlying vibronic mechanism because the
dynamics of the resonant vibration are not explicitly described.
To illuminate the mechanism of vibronic transport, the high-

frequency vibration can be included in the system Hamil-
tonian,2,29−32 and the resulting potential energy surface (PES)
can be described as a nested funnel,32 shown in Figure 1c.
Because the vibration is an intramolecular mode on the
acceptor pigment, donor excitation results in an excited-state
PES (Figure 1c) that is equivalent to the ground-state but
vertically shifted by the excitation energy of the donor molecule
(gray curve, vibrational states: |νg⟩); electronic excitation of the
acceptor is coupled to the vibration, however, and results in an
excited-state PES that is both vertically and horizontally
displaced (black curve, vibrational states: |νe⟩). The system
Hamiltonian can be recast in the basis of vibronic states (Spin-
Boson Hamiltonian, Figure 1c), which are indexed by both the
electronic state of the dimer and the nuclear quantum number
of the explicit vibration (|A,νe⟩, |D,νg⟩). The coupling

Figure 1. (a) Schematic representation of a vibronic dimer Hamiltonian. (b) Diagrammatic representation of the electronic states (|A⟩,|D⟩) and the
corresponding spectral densities in the electronic basis. (c) “Nested Funnel PES”: The system Hamiltonian expressed as potential energy surfaces
(PES) when the high-frequency vibration is explicitly included. The donor PES (gray line, |D⟩) is a vertically displaced copy of the ground-state PES.
The acceptor PES (black line, |A⟩) is both vertically and horizontally displaced from the ground state. The horizontal displacement of the
equilibrium position is S2 . “Spin Boson Hamiltonian”: The system Hamiltonian expressed in the vibronic basis and the corresponding spectral
densities. “Vibronic Coupling”: The coupling between the lowest energy donor and the vibrationally excited acceptor state (Vvib) is smaller than the
electronic coupling between the lowest energy donor and lowest energy acceptor states (V0 = V⟨0g|0e⟩ ≈ V). (d) Schematic representations of the
parameters that determine the mechanism of vibronic transport. krelax is the rate of vibrational relaxation, which is proportional to γvib. δE

2 is the
variance of the vertical excitation energy of the pigments, which is proportional to λelec. σvib is the energy gap between the lowest energy donor and
vibrationally excited acceptor state.
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efficient than a coherent mechanism when energetic disorder
exceeds the coupling between the donor and vibrationally
excited acceptor states. Finally, our results suggest that the role
of coherent vibronic transport for nonbilin PPCs should also be
reevaluated.
In the following, we use a spin-boson Hamiltonian (Figure

1a) to explore the mechanism of vibronic transport in a model
heterodimer where the electronic excitation of the donor (Ed, |
D⟩) and acceptor (Ea, |A⟩) pigments have an energy gap much
larger than the electronic coupling (ΔE = Ed − Ea ≫ V). In this
model, we make use of a linear response formalism22−24 that
allows for an exact coarse-graining of vibrational motion into
collections of effective harmonic oscillators. The electronic
states of both pigments are coupled to independent collections
of low-frequency vibrations (“electronic environment”, Figure
1b,c) that form a thermal bath described by an overdamped
Brownian oscillator spectral density
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that can arise, for example, from solvent librational modes.24,25
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for photosynthetic PPCs.16 Most pigment excitations are also
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studied using, for example, fluorescence line narrowing
measurements26 and ab initio simulations,5,27,28 but here we
incorporate only a single high-frequency vibration coupled to
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continuum of vibrational modes that form a thermal bath and
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basis (Figure 1b), we describe the combined influence of the
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where λvib = S·Ωvib is the reorganization energy, S is the
Huang−Rhys factor, γvib is the peak width, and Ωvib is the
vibrational frequency. We note that in all calculations presented
here there is a negligible rate of transport between the donor
and acceptor in the absence of the high-frequency vibration,
allowing us to focus on the vibronic transport mechanism.
Whereas simulations performed in the electronic basis can

provide an exact description of the net excitation transport
between the donor and acceptor, they cannot provide clear
insight into the underlying vibronic mechanism because the
dynamics of the resonant vibration are not explicitly described.
To illuminate the mechanism of vibronic transport, the high-

frequency vibration can be included in the system Hamil-
tonian,2,29−32 and the resulting potential energy surface (PES)
can be described as a nested funnel,32 shown in Figure 1c.
Because the vibration is an intramolecular mode on the
acceptor pigment, donor excitation results in an excited-state
PES (Figure 1c) that is equivalent to the ground-state but
vertically shifted by the excitation energy of the donor molecule
(gray curve, vibrational states: |νg⟩); electronic excitation of the
acceptor is coupled to the vibration, however, and results in an
excited-state PES that is both vertically and horizontally
displaced (black curve, vibrational states: |νe⟩). The system
Hamiltonian can be recast in the basis of vibronic states (Spin-
Boson Hamiltonian, Figure 1c), which are indexed by both the
electronic state of the dimer and the nuclear quantum number
of the explicit vibration (|A,νe⟩, |D,νg⟩). The coupling

Figure 1. (a) Schematic representation of a vibronic dimer Hamiltonian. (b) Diagrammatic representation of the electronic states (|A⟩,|D⟩) and the
corresponding spectral densities in the electronic basis. (c) “Nested Funnel PES”: The system Hamiltonian expressed as potential energy surfaces
(PES) when the high-frequency vibration is explicitly included. The donor PES (gray line, |D⟩) is a vertically displaced copy of the ground-state PES.
The acceptor PES (black line, |A⟩) is both vertically and horizontally displaced from the ground state. The horizontal displacement of the
equilibrium position is S2 . “Spin Boson Hamiltonian”: The system Hamiltonian expressed in the vibronic basis and the corresponding spectral
densities. “Vibronic Coupling”: The coupling between the lowest energy donor and the vibrationally excited acceptor state (Vvib) is smaller than the
electronic coupling between the lowest energy donor and lowest energy acceptor states (V0 = V⟨0g|0e⟩ ≈ V). (d) Schematic representations of the
parameters that determine the mechanism of vibronic transport. krelax is the rate of vibrational relaxation, which is proportional to γvib. δE

2 is the
variance of the vertical excitation energy of the pigments, which is proportional to λelec. σvib is the energy gap between the lowest energy donor and
vibrationally excited acceptor state.
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of the Hamiltonian in Eq. (2), by using the standard Redfield master equation (second-order and
non-secular) for thermal baths comprised of harmonic modes (26, 32, 33) Further details are provided
in the .[PLEASE COMPLETE][PLEASE COMPLETE].

Dynamics in the presence of blackbody radiation and phonon baths
Due to the exponential scaling of the dimension of the full Hilbert space, for all simulations below,
only the first four states (ground state and three excited levels) of each intramolecular vibrational
mode are considered. As a consequence, for vibronic dimers (two monomers and two intramolecular
vibrations), the vibronic exciton manifold has a dimension of 64: 16 ground vibronic exciton states
{| Â1 Í, . . . , | Â16 Í}, 32 single excited vibronic exciton states {| Â17 Í, . . . , | Â48 Í} and 16 double excited
vibronic exciton states {| Â49 Í, . . . , | Â64 Í}. The comparison with the case of an electronic dimer
with no specific intramolecular vibrational modes, in the site {| ‘1 Í, | ‘2 Í} and in the exciton basis
{| e Í, | e

Õ
Í}, follows after tracing over the intramolecular vibrational degrees of freedom in the density

matrix of the vibronic dimer dynamics, and performing the appropriate change of basis. For electronic
dimers, the Frenkel Hamiltonian corresponds to the first two terms of the Hamiltonian described in
Eq. (2). Thus, the two monomers have a site representation described by the states {| ‘̃1 Í, | ‘̃2 Í},
and due to the electronic coupling two single exciton states {| ẽ Í, | ẽ

Õ
Í} after the diagonalization of

the Frenkel Hamiltonian.
Specifically, the two phycoerythrobilin (PEB) chromophores from the protein-antenna phyco-

erythrin 545 (PE545) of marine cryptophyte algae (see Table 1) are considered below. The PEB
dimer has a large energy gap between excited electronic states, and due to large separations between
chromophores, the electronic coupling is small, in consequence, highly localized excitonic states
appears. For this light-harvesting system, long-lasting coherences in 2DPE experiments have been
reported, and the presence of high energy intramolecular vibrations in resonance with the electronic
states have been proposed as a plausible explanation of these long-lasting coherences (9, 15, 34, 35).

Regarding the coherences observed in 2DES experiments, the conclusion from previous discussions
is that they are a consequence of the use of pulsed laser excitation, i.e., light with high temporal
coherence, and that the main phenomena information corresponds to information on the system-bath
interaction post excitation. In this paper, we study the scenario where, after rapid incoherent
excitation from the electronic ground state for the sites and equilibrium thermal state (T = 300 K)
for the intramolecular vibrational modes, the system continues to interact with the incident blackbody
radiation (24, 26). We analyze the incoherent excitation process taking into account an intramolecular
vibrational mode for each of the two monomers, in full resonance with the exciton splitting, i.e.,
ÈDBV = �eDBV = 1058 cm≠1, with a vibronic coupling strength of 267.1 cm≠1.

Single vibronic exciton basis. Firstly, we analyze the density matrix dynamics considering the
e�ect of the blackbody bath only, i.e., the non-unitary e�ects related to the phonon bath are set
to zero in Eq. (7). We assume that initially the system and the blackbody bath are decoupled
fl(t0) = flS(t0) ¢ flBB(t0). Additionally, we consider that the transition dipole moment is constant in
time and neglect the e�ect of di�erent orientations of the transition dipole moment and the electric
field; thus we consider them parallel. We consider excitation from the ground state, and the suddenly

Table 1. Parameters for the PEB dimer.

TDM� (D) �‘† (cm≠1) V‡ (cm≠1) �e§ (cm≠1)
PEB 11.87, 12.17 1042 92 1058
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artificial materials: Incoherent vibronic transport is more
efficient than a coherent mechanism when energetic disorder
exceeds the coupling between the donor and vibrationally
excited acceptor states. Finally, our results suggest that the role
of coherent vibronic transport for nonbilin PPCs should also be
reevaluated.
In the following, we use a spin-boson Hamiltonian (Figure

1a) to explore the mechanism of vibronic transport in a model
heterodimer where the electronic excitation of the donor (Ed, |
D⟩) and acceptor (Ea, |A⟩) pigments have an energy gap much
larger than the electronic coupling (ΔE = Ed − Ea ≫ V). In this
model, we make use of a linear response formalism22−24 that
allows for an exact coarse-graining of vibrational motion into
collections of effective harmonic oscillators. The electronic
states of both pigments are coupled to independent collections
of low-frequency vibrations (“electronic environment”, Figure
1b,c) that form a thermal bath described by an overdamped
Brownian oscillator spectral density
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where λelec is the reorganization energy and γelec is the peak
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component of the vibrational response to pigment excitation
that can arise, for example, from solvent librational modes.24,25
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where λvib = S·Ωvib is the reorganization energy, S is the
Huang−Rhys factor, γvib is the peak width, and Ωvib is the
vibrational frequency. We note that in all calculations presented
here there is a negligible rate of transport between the donor
and acceptor in the absence of the high-frequency vibration,
allowing us to focus on the vibronic transport mechanism.
Whereas simulations performed in the electronic basis can

provide an exact description of the net excitation transport
between the donor and acceptor, they cannot provide clear
insight into the underlying vibronic mechanism because the
dynamics of the resonant vibration are not explicitly described.
To illuminate the mechanism of vibronic transport, the high-

frequency vibration can be included in the system Hamil-
tonian,2,29−32 and the resulting potential energy surface (PES)
can be described as a nested funnel,32 shown in Figure 1c.
Because the vibration is an intramolecular mode on the
acceptor pigment, donor excitation results in an excited-state
PES (Figure 1c) that is equivalent to the ground-state but
vertically shifted by the excitation energy of the donor molecule
(gray curve, vibrational states: |νg⟩); electronic excitation of the
acceptor is coupled to the vibration, however, and results in an
excited-state PES that is both vertically and horizontally
displaced (black curve, vibrational states: |νe⟩). The system
Hamiltonian can be recast in the basis of vibronic states (Spin-
Boson Hamiltonian, Figure 1c), which are indexed by both the
electronic state of the dimer and the nuclear quantum number
of the explicit vibration (|A,νe⟩, |D,νg⟩). The coupling

Figure 1. (a) Schematic representation of a vibronic dimer Hamiltonian. (b) Diagrammatic representation of the electronic states (|A⟩,|D⟩) and the
corresponding spectral densities in the electronic basis. (c) “Nested Funnel PES”: The system Hamiltonian expressed as potential energy surfaces
(PES) when the high-frequency vibration is explicitly included. The donor PES (gray line, |D⟩) is a vertically displaced copy of the ground-state PES.
The acceptor PES (black line, |A⟩) is both vertically and horizontally displaced from the ground state. The horizontal displacement of the
equilibrium position is S2 . “Spin Boson Hamiltonian”: The system Hamiltonian expressed in the vibronic basis and the corresponding spectral
densities. “Vibronic Coupling”: The coupling between the lowest energy donor and the vibrationally excited acceptor state (Vvib) is smaller than the
electronic coupling between the lowest energy donor and lowest energy acceptor states (V0 = V⟨0g|0e⟩ ≈ V). (d) Schematic representations of the
parameters that determine the mechanism of vibronic transport. krelax is the rate of vibrational relaxation, which is proportional to γvib. δE
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variance of the vertical excitation energy of the pigments, which is proportional to λelec. σvib is the energy gap between the lowest energy donor and
vibrationally excited acceptor state.
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of the Hamiltonian in Eq. (2), by using the standard Redfield master equation (second-order and
non-secular) for thermal baths comprised of harmonic modes (26, 32, 33) Further details are provided
in the .[PLEASE COMPLETE][PLEASE COMPLETE].

Dynamics in the presence of blackbody radiation and phonon baths
Due to the exponential scaling of the dimension of the full Hilbert space, for all simulations below,
only the first four states (ground state and three excited levels) of each intramolecular vibrational
mode are considered. As a consequence, for vibronic dimers (two monomers and two intramolecular
vibrations), the vibronic exciton manifold has a dimension of 64: 16 ground vibronic exciton states
{| Â1 Í, . . . , | Â16 Í}, 32 single excited vibronic exciton states {| Â17 Í, . . . , | Â48 Í} and 16 double excited
vibronic exciton states {| Â49 Í, . . . , | Â64 Í}. The comparison with the case of an electronic dimer
with no specific intramolecular vibrational modes, in the site {| ‘1 Í, | ‘2 Í} and in the exciton basis
{| e Í, | e

Õ
Í}, follows after tracing over the intramolecular vibrational degrees of freedom in the density

matrix of the vibronic dimer dynamics, and performing the appropriate change of basis. For electronic
dimers, the Frenkel Hamiltonian corresponds to the first two terms of the Hamiltonian described in
Eq. (2). Thus, the two monomers have a site representation described by the states {| ‘̃1 Í, | ‘̃2 Í},
and due to the electronic coupling two single exciton states {| ẽ Í, | ẽ

Õ
Í} after the diagonalization of

the Frenkel Hamiltonian.
Specifically, the two phycoerythrobilin (PEB) chromophores from the protein-antenna phyco-

erythrin 545 (PE545) of marine cryptophyte algae (see Table 1) are considered below. The PEB
dimer has a large energy gap between excited electronic states, and due to large separations between
chromophores, the electronic coupling is small, in consequence, highly localized excitonic states
appears. For this light-harvesting system, long-lasting coherences in 2DPE experiments have been
reported, and the presence of high energy intramolecular vibrations in resonance with the electronic
states have been proposed as a plausible explanation of these long-lasting coherences (9, 15, 34, 35).

Regarding the coherences observed in 2DES experiments, the conclusion from previous discussions
is that they are a consequence of the use of pulsed laser excitation, i.e., light with high temporal
coherence, and that the main phenomena information corresponds to information on the system-bath
interaction post excitation. In this paper, we study the scenario where, after rapid incoherent
excitation from the electronic ground state for the sites and equilibrium thermal state (T = 300 K)
for the intramolecular vibrational modes, the system continues to interact with the incident blackbody
radiation (24, 26). We analyze the incoherent excitation process taking into account an intramolecular
vibrational mode for each of the two monomers, in full resonance with the exciton splitting, i.e.,
ÈDBV = �eDBV = 1058 cm≠1, with a vibronic coupling strength of 267.1 cm≠1.

Single vibronic exciton basis. Firstly, we analyze the density matrix dynamics considering the
e�ect of the blackbody bath only, i.e., the non-unitary e�ects related to the phonon bath are set
to zero in Eq. (7). We assume that initially the system and the blackbody bath are decoupled
fl(t0) = flS(t0) ¢ flBB(t0). Additionally, we consider that the transition dipole moment is constant in
time and neglect the e�ect of di�erent orientations of the transition dipole moment and the electric
field; thus we consider them parallel. We consider excitation from the ground state, and the suddenly

Table 1. Parameters for the PEB dimer.

TDM� (D) �‘† (cm≠1) V‡ (cm≠1) �e§ (cm≠1)
PEB 11.87, 12.17 1042 92 1058
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complexandnotindividualsitesandbecausetransportis

throughasteadystate,thereisno“waveliketransport”that
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mostcases,coherencemaybeanevolutionaryspandrelan
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becauseitisquitelikelythatequallyefficientincoherent

transportmechanismsarepossible.However,wealsoidentify

mechanismsthatcanenhancetransport,eveninsunlight.These

mechanismsenvironment-assistedquantumtransport
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chlorophyllmolecules,alsocalledchromophoresorsites,held

inplacebyaproteinscaffold(seeFigure1).
16Eachchlorophyll

canbeinthegroundorexcitedstates,andthequestionof

coherenceinphotosynthesisis,roughlyspeaking,whethera
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sites.Westartbymakingthisquestionmoreprecise,which
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Fig. 3. Top panels—Dynamics in the single exciton basis for the vibronic dimer case {| e Í, | eÕ Í}, and the electronic dimer case {| ẽ Í, | ẽÕ Í} varying the reorganization
energy � [cm≠1] (color coding is shown on the top left box): A,B) Populations of the lowest and highest energy single exciton states (solid and dashed lines represent
the vibronic and electronic dimer cases, respectively). C) Single exciton coherence in the vibronic dimer model. D) Single exciton coherence in the electronic dimer model.
Bottom panels—Dynamics in the site basis (vibronic dimer case {| ‘1 Í, | ‘2 Í}, and electronic dimer | ‘̃1 Í, | ‘̃2 Í) varying the reorganization energy � [cm≠1] (same
color coding as the top panels): E,F) Populations of the two site states in the vibronic dimer (solid lines) and the electronic dimer (dashed lines). G) Coherence between site
states in the vibronic dimer model. H) Coherence between site states in the electronic dimer model. Baths parameters are TPB = 300 K, TBB = 5600 K.

Figure 2 A, D, and G depicts the dephasing rate “18,20 as a function of the ratios g/�‘ and È/�‘,
thus, the parameters of the electronic degrees of freedom for the vibronic PEB dimer do not vary,
and adopt the values shown in Table 1. Figure 2 B, E, and H depicts the dephasing rate “18,20 as a
function of the ratios g/�‘ and V/�‘, this allows to analyze the behaviour of this rate as a function
of the electronic and vibronic couplings. Figure 2 C, F, and I depicts the dephasing rate “18,20 as a
function of the ratios g/�‘ and D, this allows to analyze the behaviour of this rate as a function of
the coupling to the blackbody radiation while the electronic degrees of freedom do not vary and the
vibronic coupling change.

The dephasing rate “18,20 display a no-monotonic behavior under the variation of the quantities
defined above. For the values of the reorganization energies considered in the Figure 2, the increase
of the transition dipole moment amplitude leads to higher values in the dephasing rate “18,20 (see
Fig. 2 C, F and I). With the increase of the reorganization energy, i.e., with a higher coupling
to the phonon bath, and considering no change in the dipole moment amplitude, the order of the
dephasing rate “18,20 increases, for � = 0, 10, 100 [cm≠1] æ “18,20 ≥ 108

, 1012
, 1013 [s≠1], respectively

(see Fig. 2 A, B, D, E, G and H). Under the e�ect of the blackbody radiation bath only (� = 0),
there is a di�erence regarding to the � = 10 case of four order of magnitude in the dephasing rate
“18,20, that obeys to the fact mention above, suddenly turned-on incoherent light-induced dynamics
are coherent and last for hundreds of picoseconds.

A. Exciton and site basis. To show the significance of including high frequency intramolecular
vibrational modes, in the open system dynamics under incoherent-light excitation of light harvesting
dimers, we compare the case of an electronic dimer (without specific intramolecular vibrational
modes), with the case of a vibronic dimer, as considered along this paper (see Eq. 2). Figure 3
show the populations and coherences in the exciton (top panels) and site bases (bottom panels),
with (vibronic dimer) and without (electronic dimer) intramolecular vibrational modes.

In the exciton basis, the values of the populations for both vibronic and electronic dimers in the
absence of the phonon bath (� = 0 cm≠1) are of the order of 10≠6, so there is no advantage in the
inclusion of specific intramolecular vibrational modes, as considered in the vibronic dimer model.
However, the population of the lowest energy exciton state is higher in the case of the vibronic
dimer regarding the electronic dimer case, and the opposite for the population of the highest energy
exciton state. Concerning to the coherence between single exciton states, the amplitude of this
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there is a di�erence regarding to the � = 10 case of four order of magnitude in the dephasing rate
“18,20, that obeys to the fact mention above, suddenly turned-on incoherent light-induced dynamics
are coherent and last for hundreds of picoseconds.

A. Exciton and site basis. To show the significance of including high frequency intramolecular
vibrational modes, in the open system dynamics under incoherent-light excitation of light harvesting
dimers, we compare the case of an electronic dimer (without specific intramolecular vibrational
modes), with the case of a vibronic dimer, as considered along this paper (see Eq. 2). Figure 3
show the populations and coherences in the exciton (top panels) and site bases (bottom panels),
with (vibronic dimer) and without (electronic dimer) intramolecular vibrational modes.

In the exciton basis, the values of the populations for both vibronic and electronic dimers in the
absence of the phonon bath (� = 0 cm≠1) are of the order of 10≠6, so there is no advantage in the
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ABSTRACT: Recent observations of coherence in photosynthetic complexes have led to
the question of whether quantum effects can occur in vivo, not under femtosecond laser
pulses but in incoherent sunlight and at steady state, and, if so, whether the coherence
explains the high exciton transfer efficiency. We introduce the distinction between state
coherence and process coherence and show that although some photosynthetic pathways
are partially coherent processes, photosynthesis in nature proceeds through stationary states.
This distinction allows us to rule out several mechanisms of transport enhancement in
sunlight. In particular, although they are crucial for understanding exciton transport, neither
wavelike motion nor microscopic coherence, on their own, enhance the efficiency. By
contrast, two partially coherent mechanismsENAQT and supertransfercan enhance
transport even in sunlight and thus constitute motifs for the optimization of artificial
sunlight harvesting. Finally, we clarify the importance of ultrafast spectroscopy in
understanding incoherent processes.
SECTION: Energy Conversion and Storage; Energy and Charge Transport

Recent observations of oscillatory spectroscopic signals in
photosynthetic light-harvesting complexes1−5 have led to

suggestions that dynamical quantum effects may also occur in
vivo, perhaps having a biological purpose6−10 and having been
favored by natural selection. This question has been difficult to
answer because the strong, coherent laser light used in
experiments is substantially different from the weak, incoherent
sunlight. In particular, because sunlight intensity is constant on
excitonic time scales, photosynthetic light harvesting proceeds
through steady states and can be described by rate equations.11

Indeed, the related problem of the photoisomerisation of
rhodopsinthe central event of visioncan be adequately
described using a completely incoherent model.12

In this work, we investigate whether coherence can enhance
excitonic transport under incoherent illumination. Several
mechanisms by which coherence is known to enhance transport
in coherently excited systems do not apply to photosynthesis in
sunlight. For example, because sunlight excites the entire
complexand not individual sitesand because transport is
through a steady state, there is no “wavelike transport” that
might speed up exciton delocalization. Indeed, we argue that, in
most cases, coherence may be an evolutionary spandrelan
accidental byproduct of the selection of another property13
because it is quite likely that equally efficient incoherent
transport mechanisms are possible. However, we also identify
mechanisms that can enhance transport, even in sunlight. These
mechanismsenvironment-assisted quantum transport
(ENAQT) and supertransferconstitute viable design princi-
ples for the engineering of artificial light-harvesting complexes.
Our findings do not imply that the oscillatory spectroscopic

signals seen with coherent light are irrelevant; quite the
opposite, coherent optical spectroscopy14,15 is indispensable for
elucidating transfer mechanisms and providing evidence of the

strong interchromophoric coupling that can lead to ENAQT
and supertransfer in nature.
Photosynthetic complexes consist of a number of (bacterio)-

chlorophyll molecules, also called chromophores or sites, held
in place by a protein scaffold (see Figure 1).16 Each chlorophyll
can be in the ground or excited states, and the question of
coherence in photosynthesis is, roughly speaking, whether a
particular excitation can be coherently delocalized over multiple
sites. We start by making this question more precise, which
requires distinguishing several types of coherence (see Table
1). In particular, we stress the distinction between state
coherence and process coherence, and the fact that one does not
imply the other.
A quantum state, described by a density matrix ρ, is called

“pure” if it can be represented by a wave function, ρ = |ψ⟩⟨ψ|,
and “mixed” otherwise. The purity Tr(ρ2) is a basis-
independent measure of how close a state is to being pure.
Off-diagonal elements of ρ are usually called “coherences,” but
they are basis-dependent: a state diagonal in one orthonormal
basis will not be diagonal in any other. Two bases are
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particular site, while the energy or exciton basis is the eigenbasis
of the system Hamiltonian. Because of the coupling between
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depending on the degree to which the evolution of an open
quantum system is dominated by the unitary part or by the
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Ê(+)(t) = i
X

k,s

✓
~!
2✏0V

◆1/2
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Redfield Master Equation

trayectoria [68], entre otros [55]. Aunque en los últimos años se han evidenciado avances
significativos en la cuantificación de dinámicas no markovianas mediante la estructura-
ción de diferentes medidas de no markovianidad, el estudio de los procesos no marko-
vianos representa un campo en constante desarrollo y con grandes desafios por resolver
[55, 66, 67].

Con el propósito de cuantificar el carácter no markoviano de un proceso cuántico,
en los últimos años se han introducido diferentes medidas de no markovianidad basadas
en la desviación respecto a una aplicación divisible y la cuantificación del retorno de
información del entorno al sistema durante la dinámica, mediante funciones que asignan
un número positivo o cero, de tal forma que el valor cero es obtenido si y sólo si el proceso
es markoviano [55, 66, 67].

2.4. Formalismo de Redfield y transformaciones polarónicas

2.4.1. Ecuación maestra de Redfield

La ecuación maestra de Redfield [69] en la base de estados propios {|ai} del hamilto-
niano ĤS [41, 45, 70] corresponde a:

d⇢ab(t)

dt
= �i!ab⇢ab(t)�

X

cd

Rab,cd ⇢cd(t), (2.39)

en donde !ab = (Ea �Eb)/~ corresponde a la frecuencia de transición entre los estados
propios del hamiltoniano y Rab,cd el tensor de relajación de Redfield. La ecuación maes-
tra de Redfield (2.39) considera tres aproximaciones: ausencia de correlaciones iniciales
entre el sistema S y el entorno E, suposición de acoplamiento débil entre el sistema
S y el entorno E y la dinámica para ⇢(t) es lenta comparada con la escala de tiempo
de relajación del entorno E [41, 45, 70]. Mediante el formalismo de Redfield se pueden
identificar cuatro diferentes clases de procesos asociados al tensor de relajación: trans-
ferencia de población (a = b, c = d), decaimiento de coherencias (a = c, b = d, a 6= b),
intercambio entre poblaciones y coherencias (a = b, c 6= d, c = d, a 6= b) e intercambio
de coherencia (ninguna de las anteriores combinaciones) [41].

2.4.2. Transformación polarónica

Con el propósito de poder ir más alla de la aproximación de acoplamiento débil en
el formalismo de Redfield se puede hacer uso de una transformación canónica en la
resolución de la dinámica del operador de densidad reducido del sistema S, basada en
el concepto de polarones [71], en lo que se conoce como una transformación polarónica.
El concepto de polarón surgió en el área de materia condensada, para describir una
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resolución de la dinámica del operador de densidad reducido del sistema S, basada en
el concepto de polarones [71], en lo que se conoce como una transformación polarónica.
El concepto de polarón surgió en el área de materia condensada, para describir una
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FIG. 1. Left panel: h a|ĤS| ai as a function of the ratio between the exciton energy splitting

�e and the intramolecular vibrational frequency $. Right panel: h a|ĤS| ai as a function of the

electronic coupling V . For both panels, upper figures: PEB dimer, and bottom figures: DBV dimer.

The vertical black dashed lines indicate the conditions considered in the simulations.

states {| ✏̃1 i, | ✏̃2 i}, and due to the electronic coupling two single exciton states {| ẽ i, | ẽ0 i}

after the diagonalization of the Frenkel Hamiltonian.

Specifically, from marine cryptophyte algae, we examine the two phycoerythrobilin (PEB)

TABLE I. Parameters for the PEB and DBV dimers.

Dimer TDMa (D) �✏
b (cm�1) Vc (cm�1) �e

d (cm�1)
PEB 11.87, 12.17 1042 92 1058
DBV 13.1, 13.2 73 319.4 643

a
Transition dipole moments.

b
Site energy di↵erence.

c
Electronic coupling.

d
Exciton energy splitting.
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electronic coupling V . For both panels, upper figures: PEB dimer, and bottom figures: DBV dimer.

The vertical black dashed lines indicate the conditions considered in the simulations.

states {| ✏̃1 i, | ✏̃2 i}, and due to the electronic coupling two single exciton states {| ẽ i, | ẽ0 i}
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FIG. 1. Left panel: h a|ĤS| ai as a function of the ratio between the exciton energy splitting �e and the intramolecular

vibrational frequency $. Right panel: h a|ĤS| ai as a function of the electronic coupling V . For both panels, upper figures: PEB

dimer, and bottom figures: DBV dimer. The vertical black dashed lines indicate the conditions considered in the simulations.

cited electronic states, and due to large separations be-
tween chromophores, the electronic coupling is small, in
consequence, highly localized excitonic states appears.
The DBV dimer has a close energy gap between excited
electronic states, and moderate electronic coupling, that
results in the formation of delocalized exciton states. The
left panels of Fig 1 show avoided level crossings in the
vibronic resonance region �e/$ = 1. In the case of the
PEB dimer, some single vibronic exciton energy levels
have very similar energies for di↵erent values of �e/$. In
the case of the DBV dimer similar single vibronic exciton
energy levels are present in regions far from the vibronic
resonance region �e/$ = 1. Increasing the vibronic
coupling strength increase the separation between single
vibronic exciton energy levels.

V. DYNAMICS IN THE PRESENCE OF BLACKBODY
RADIATION ONLY

In this section, we analyze the density matrix dynamics
considering the e↵ect of the blackbody bath only, i.e., the
non-unitary e↵ects related to the phonon bath are set to
zero in Eq. 10. We assume that initially the system and
the blackbody bath are decoupled ⇢(t0) = ⇢S(t0)⌦⇢BB(t0).
Aditionally, we consider that the transition dipole moment
is constant in time and neglect the e↵ect of di↵erent
orientations of the transition dipole moment and the
electric field; thus we consider them parallel.

We consider excitation from the ground state, and the
suddenly turned on excitation by sunlight induces the
dynamics. Figures 2 (⇤ = 0 case) and 3 (⇤ = 0 case)
show the populations of the single vibronic exciton states
and the coherent superpositions arising between them
by suddenly turned on incoherent radiation, in the PEB
and DBV dimers, respectively. The populations with
the greater amplitudes are depicted (⇠ 10�6

� 10�7),

those not shown have non-significant amplitudes con-
cerning these. The linear increase in the single vibronic
exciton states populations is expected in low-intensity
incoherent radiation30. Taking into account the consid-
erations of this section, i.e., chromophores isolated from
vibrational phonon environment, suddenly turned-on in-
coherent light-induced dynamics are coherent and last for
hundreds of picoseconds30. Nevertheless, the amplitude
of the vibronic coherences is approximately two orders
of magnitude smaller than the populations, hence, turn
out to be irrelevant quickly29. Most of these vibronic
coherences display a highly mixed electronic-vibrational
character, quantified through the intersite mixing ratio,
given by the Eq. 6, and with a value close to ⇣ ⇠ 0.5.
Figures 4 (PEB) and 5 (DBV) show the functional

dependence of decoherence rates �
BB
ab = R

BB
ab,ab for the

vibronic coherences analyzed in previous paragraph on the
vibronic coupling g (upper panel), donor–acceptor excited
state energy gap � (middle panel), and scaled electronic
coupling V12/� (bottom panel). Some of this dephasing
rates display a no-monotonic behavior. For the PEB
dimer, high values in the vibronic coupling (> 0.1 eV),
the value of the dephasing rates decay, as a consequence,
longer decoherence times are expected. In the case of DBV
dimer, this behavior is observed for values in the vibronic
coupling (> 0.05 eV), although, there is an exception in
the case of �

BB
22,24. For the PEB dimer, it is observed

that values near to zero in the energy gap �, there is an
dramatic decay in the decoherence rates �BB

17,20 and �
BB
19,20,

compared to �BB
18,19 and �

BB
18,20, that instead of this increase.

For the DBV dimer, values near to zero in the energy gap
� imply an increase in the values of the decoherence rates.
For both, PEB dimer and DBV dimer, decoherence rates
display a marked decay, for scaled electronic couplings
V12/� (> 0.9, PEB) and (> 8.0, DBV).
In order to show the significance of to include high

frequency intramolecular vibrational modes, in the open

PEB dimer

DBV dimer

Excitonic energy gap / 
Intramolecular frequency

DRAFT

Fig. 3. Top panels—Dynamics in the single exciton basis for the vibronic dimer case {| e Í, | eÕ Í}, and the electronic dimer case {| ẽ Í, | ẽÕ Í} varying the reorganization
energy � [cm≠1] (color coding is shown on the top left box): A,B) Populations of the lowest and highest energy single exciton states (solid and dashed lines represent
the vibronic and electronic dimer cases, respectively). C) Single exciton coherence in the vibronic dimer model. D) Single exciton coherence in the electronic dimer model.
Bottom panels—Dynamics in the site basis (vibronic dimer case {| ‘1 Í, | ‘2 Í}, and electronic dimer | ‘̃1 Í, | ‘̃2 Í) varying the reorganization energy � [cm≠1] (same
color coding as the top panels): E,F) Populations of the two site states in the vibronic dimer (solid lines) and the electronic dimer (dashed lines). G) Coherence between site
states in the vibronic dimer model. H) Coherence between site states in the electronic dimer model. Baths parameters are TPB = 300 K, TBB = 5600 K.

Fig. 4. Top panels—Dynamics in the single exciton basis for the vibronic dimer case {| e Í, | eÕ Í}, and the electronic dimer case {| ẽ Í, | ẽÕ Í} varying the reorganization
energy � [cm≠1]: A,B) Populations of the lowest and highest energy single exciton states (solid and dashed lines represent the vibronic and electronic dimer cases),
respectively. C) Single exciton coherence in the vibronic dimer model. D) Single exciton coherence in the electronic dimer model. Bottom panels—Dynamics in the site
basis (vibronic dimer case {| ‘1 Í, | ‘2 Í}, and electronic dimer | ‘̃1 Í, | ‘̃2 Í) varying the reorganization energy � [cm≠1]: E,F) Populations of the two site states in the
vibronic dimer (solid lines) and the electronic dimer (dashed lines). G) Coherence between site states in the vibronic dimer model. H) Coherence between site states in the
electronic dimer model.

show the populations and coherences in the exciton (top panels) and site bases (bottom panels),
with (vibronic dimer) and without (electronic dimer) intramolecular vibrational modes.

In the exciton basis, the values of the populations for both vibronic and electronic dimers in the
absence of the phonon bath (� = 0 cm≠1) are of the order of 10≠6, so there is no advantage in the
inclusion of specific intramolecular vibrational modes, as considered in the vibronic dimer model.
However, the population of the lowest energy exciton state is higher in the case of the vibronic
dimer regarding the electronic dimer case, and the opposite for the population of the highest energy
exciton state. Concerning to the coherence between single exciton states, the amplitude of this
coherence in the vibronic dimer model is one order of magnitude higher regard to the electronic
dimer case. So, as a consequence of the vibronic coupling of the electronic sites to vibrational modes,
in the process of the incoherent excitation by thermal light (� = 0), the population of the lowest
energy exciton state and the coherence between single exciton states increase with the inclusion of
vibrational degrees of freedom.

In the presence of the phonon bath (� ”= 0), and with the increase of the reorganization energy
the populations of the lowest energy exciton state have higher amplitudes in the case of the vibronic
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DRAFT

on the density matrix dynamics. We assume that initially the dimers and the baths are decoupled
fl(t0) = flS(t0)¢flBB(t0)¢flTB(t0). The suddenly turned on excitation by incoherent light induces the
dynamics. Figure 1 show the populations of single vibronic exciton states for di�erent values of the
coupling to the phonon bath, given by the values of the reorganization energy of � = 10, 30, 100 cm≠1.
Regarding the case of the e�ect of the blackbody radiation bath only, some populations increase, and
others decrease, this population flow between single vibronic exciton states obeys to the interaction
with the phonon bath and the trace preservation of the density operator. The linear increase in the
populations discussed in this paragraph is related with the low-intensity incoherent radiation.

Figure 1 show the dynamics of superpositions between single vibronic exciton states (vibronic
coherences), with the reorganization energies considered in the above paragraph. Due to the
interaction with the phonon bath, the vibronic coherences originated by the turn of the incoherent
radiation decay. Compared to the populations of single vibronic coherences, these vibronic become
negligible as time progresses. As previously noted by other studies on incoherent excitation, in
the long-time limit stationary coherences appear, and their amplitudes increase proportionally to
the reorganization energy (i.e., with the coupling to the thermal environment). In this case, these
stationary vibronic coherences result of the coupling of the electronic degrees of freedom to the
phonon bath.

Figure 2, show the functional dependence of decoherence rate (38) “18,20 = R
PB,BB
18 20,18 20 (see Eq. 7)

for the highest amplitude vibronic coherence Rfl18,20(t) = RÈÂ18|fl̂(t)|Â20Í (see Fig. 1) on the
ratio between the vibronic coupling and the site energy di�erence g/�‘, the ratio between the
intramolecular vibrational frequency and the site energy di�erence È/�‘, the ratio between the
electronic coupling and the site energy di�erence V/�‘, and the dipole moment amplitude D. For
the density matrix dynamics calculated along this paper, this quantities adopted the specific values
g/�‘ = 0.26, È/�‘ = 1.02, V12/�‘ = 0.09 and D = 1 (green points in Fig. 2).

Figure 2 A, D, and G depicts the dephasing rate “18,20 as a function of the ratios g/�‘ and È/�‘,
thus, the parameters of the electronic degrees of freedom for the vibronic PEB dimer do not vary,
and adopt the values shown in Table 1. Figure 2 B, E, and H depicts the dephasing rate “18,20 as a
function of the ratios g/�‘ and V/�‘, this allows to analyze the behaviour of this rate as a function
of the electronic and vibronic couplings. Figure 2 C, F, and I depicts the dephasing rate “18,20 as a
function of the ratios g/�‘ and D, this allows to analyze the behaviour of this rate as a function of
the coupling to the blackbody radiation while the electronic degrees of freedom do not vary and the
vibronic coupling change.

The dephasing rate “18,20 display a no-monotonic behavior under the variation of the quantities
defined above. For the values of the reorganization energies considered in the Figure 2, the increase
of the transition dipole moment amplitude leads to higher values in the dephasing rate “18,20 (see
Fig. 2 C, F and I). With the increase of the reorganization energy, i.e., with a higher coupling
to the phonon bath, and considering no change in the dipole moment amplitude, the order of the
dephasing rate “18,20 increases, for � = 0, 10, 100 [cm≠1] æ “18,20 ≥ 108

, 1012
, 1013 [s≠1], respectively

(see Fig. 2 A, B, D, E, G and H). Under the e�ect of the blackbody radiation bath only (� = 0),
there is a di�erence regarding to the � = 10 case of four order of magnitude in the dephasing rate
“18,20, that obeys to the fact mention above, suddenly turned-on incoherent light-induced dynamics
are coherent and last for hundreds of picoseconds.

B. Exciton and site basis. To show the significance of including high frequency intramolecular
vibrational modes, in the open system dynamics under incoherent-light excitation of light harvesting
dimers, we compare the case of an electronic dimer (without specific intramolecular vibrational
modes), with the case of a vibronic dimer, as considered along this paper (see Eq. 2). Figure 3
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± creates or destroys an electronic excitation
at site i. The eigenstates |XS and |YS of HelþHd! d denote
exciton states with energy splitting given by DE¼ ((De)2þ 4V2)1/2
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decouples from the electronic degrees of freedom and that only
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bosonic operators
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couples to the excitonic system. It is the non-classical properties
of this collective mode that we investigate. In collective coordi-
nates, the effective exciton–vibration Hamiltonian then reads
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with sz¼ s2
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! and sx¼ (s1

þs2
! þs2

þs1
! ). Tiwary

et al.23 have recently pointed out that 2D spectroscopy can probe
the involvement of these anticorrelated, relative displacement
motions in electronic dynamics. From now on and for simplicity,
we denominate this relative displacement mode as the collective
mode.

We are interested in dimers that satisfy DEBovib4g4V
where the effects of underdamped high-energy vibrational
motions are expected to be most important19,31,36. Several
natural light-harvesting antennae include pairs of
chromophores that clearly fall in this regime. Two important
examples of such dimers are illustrated in Fig. 1a,b and
correspond to the central PEB (phycoeritrobilin)50c–PEB50d
dimer in the cryptophyte antennae PE545 (ref. 33) and a
Chlb601-Chla602 pair in the light-harvesting complex II (LHCII)
complex of higher plants36; both corresponding to systems that
have exhibited coherence beating in 2D spectroscopy3,4,49.
Importantly, in each case, the dimer considered contributes to
an important energy transfer pathway towards exit sites3,33,

suggesting that the the phenomena we discuss will have an effect
in the performance of the whole complex. Moreover, synthetic
versions of such prototype dimers could be available50. Most
remarkably, LHCII is likely the most abundant light-harvesting
complex on Earth35, while cryptophyte antennae such as PE545
are ecologically important as they support photosynthesis under
extreme low-light conditions51,52. From this perspective, the
dimers of interest are exceptionally relevant biomolecular
prototypes. Spectroscopy studies indicate that these dimers are
subject to a structured exciton–phonon interaction as considered
in our model. For the PEB50 dimer, the intramolecular mode of
interest has frequency around 1,111 cm! 1 (ref. 33), which
compares with the frequency of the breathing mode of the
tetrapyrrole53 (Carles Curutchet, personal communication). In
the case of the Chlb! a pair, it has been shown that a mode
around 750 cm! 1 is coupled to the electronic dynamics36 and
this energy is close to the frequency of in-plane deformations
of the pyrrole54. Furthermore, vibrational dephasing in
chromophores55 and in other systems such as photoreceptors56

is known to be of the order of picoseconds. Some aspects of the
influence of non-equilibrium vibrational motion in these specific
dimers have been considered before19,57; however, none of these
studies have addressed the question of interest: can vibration-
assisted transport exploit quantum phenomena that have no
classical analogue?

Non-classicality via coherent exciton–vibration dynamics. We
first consider the quantum coherent dynamics associated to
Hex! vib to illustrate how non-classical behaviour of the collective
motion emerges out of an initial thermal phonon distribution and
an excitonic state with no initial superpositions:
rðt0Þ ¼ Xj ihX j & rth

vib, which in the basis of exciton–vibration
states of the form |X,nS (see Fig. 2a), becomes
rðt0Þ ¼

P
n

PthðnÞ X; nj ihX; nj . Here n denotes the phonon

occupation number of the relative displacement mode coupled to
exciton dynamics (see Eq. 4), while Pth(n) denotes the thermal
occupation of such level. The observables of interest are the

b601/a602

a b

b609/a603

PEB50d/PEB50c

b604/a606

Figure 1 | Prototype dimers. (a,b) Cryptophyte antennae phycoerythrin 545 (PE545) and LHCII present in higher plants have pairs of pigments whose
electronic and vibrational parameters fall in the regime of our vibration-assisted transport model. (a) Representation of the pigments and protein
environment of a PE545 complex of Rhodomonas CS24 (Protein Data Bank ID code 1XG0, ref. 32). The central PEB dimer pigments PEB50c and PEB50d are
highlighted in red and green, respectively. For this PEB50 dimer, there is an uncertainty in the value of the energy gap32,33. We take parameters from refs
32,33 such that De¼ 1,042 cm! 1 and V¼ 92 cm! 1, so DE¼ 1,058.2 cm! 1 being quasi-resonant with an intramolecular mode of frequency
ovib¼ 1,111 cm! 1. The strength of linear coupling to this mode is g¼ovib(0.0578)1/2¼ 267.1 cm! 1. (b) Representation of the LHCII antennae of Spinacia
oleracea (Protein Data Bank ID code 1RWT, ref. 34). Several pairs of close Chlb-Chla (red-green) chlorophylls satisfy the conditions of our model. In
particular, we consider the Chlb601-Chla602 pair for which De¼661 cm! 1 and V¼ !47.1 cm! 1, resulting in DE¼ 667.7 cm! 1 (ref. 66). An intramolecular
vibrational mode of frequency ovib¼ 742.0 cm! 1 is close to this energy gap and each chromophore couples to this mode with strength
g¼ovib(0.03942)1/2¼ 147.3 cm! 1 as obtained from (ref. 40). Scale bar: 1 nm.
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dimer in the cryptophyte antennae PE545 (ref. 33) and a
Chlb601-Chla602 pair in the light-harvesting complex II (LHCII)
complex of higher plants36; both corresponding to systems that
have exhibited coherence beating in 2D spectroscopy3,4,49.
Importantly, in each case, the dimer considered contributes to
an important energy transfer pathway towards exit sites3,33,

suggesting that the the phenomena we discuss will have an effect
in the performance of the whole complex. Moreover, synthetic
versions of such prototype dimers could be available50. Most
remarkably, LHCII is likely the most abundant light-harvesting
complex on Earth35, while cryptophyte antennae such as PE545
are ecologically important as they support photosynthesis under
extreme low-light conditions51,52. From this perspective, the
dimers of interest are exceptionally relevant biomolecular
prototypes. Spectroscopy studies indicate that these dimers are
subject to a structured exciton–phonon interaction as considered
in our model. For the PEB50 dimer, the intramolecular mode of
interest has frequency around 1,111 cm! 1 (ref. 33), which
compares with the frequency of the breathing mode of the
tetrapyrrole53 (Carles Curutchet, personal communication). In
the case of the Chlb! a pair, it has been shown that a mode
around 750 cm! 1 is coupled to the electronic dynamics36 and
this energy is close to the frequency of in-plane deformations
of the pyrrole54. Furthermore, vibrational dephasing in
chromophores55 and in other systems such as photoreceptors56

is known to be of the order of picoseconds. Some aspects of the
influence of non-equilibrium vibrational motion in these specific
dimers have been considered before19,57; however, none of these
studies have addressed the question of interest: can vibration-
assisted transport exploit quantum phenomena that have no
classical analogue?

Non-classicality via coherent exciton–vibration dynamics. We
first consider the quantum coherent dynamics associated to
Hex! vib to illustrate how non-classical behaviour of the collective
motion emerges out of an initial thermal phonon distribution and
an excitonic state with no initial superpositions:
rðt0Þ ¼ Xj ihX j & rth

vib, which in the basis of exciton–vibration
states of the form |X,nS (see Fig. 2a), becomes
rðt0Þ ¼

P
n

PthðnÞ X; nj ihX; nj . Here n denotes the phonon

occupation number of the relative displacement mode coupled to
exciton dynamics (see Eq. 4), while Pth(n) denotes the thermal
occupation of such level. The observables of interest are the

b601/a602

a b

b609/a603

PEB50d/PEB50c

b604/a606

Figure 1 | Prototype dimers. (a,b) Cryptophyte antennae phycoerythrin 545 (PE545) and LHCII present in higher plants have pairs of pigments whose
electronic and vibrational parameters fall in the regime of our vibration-assisted transport model. (a) Representation of the pigments and protein
environment of a PE545 complex of Rhodomonas CS24 (Protein Data Bank ID code 1XG0, ref. 32). The central PEB dimer pigments PEB50c and PEB50d are
highlighted in red and green, respectively. For this PEB50 dimer, there is an uncertainty in the value of the energy gap32,33. We take parameters from refs
32,33 such that De¼ 1,042 cm! 1 and V¼ 92 cm! 1, so DE¼ 1,058.2 cm! 1 being quasi-resonant with an intramolecular mode of frequency
ovib¼ 1,111 cm! 1. The strength of linear coupling to this mode is g¼ovib(0.0578)1/2¼ 267.1 cm! 1. (b) Representation of the LHCII antennae of Spinacia
oleracea (Protein Data Bank ID code 1RWT, ref. 34). Several pairs of close Chlb-Chla (red-green) chlorophylls satisfy the conditions of our model. In
particular, we consider the Chlb601-Chla602 pair for which De¼661 cm! 1 and V¼ !47.1 cm! 1, resulting in DE¼ 667.7 cm! 1 (ref. 66). An intramolecular
vibrational mode of frequency ovib¼ 742.0 cm! 1 is close to this energy gap and each chromophore couples to this mode with strength
g¼ovib(0.03942)1/2¼ 147.3 cm! 1 as obtained from (ref. 40). Scale bar: 1 nm.
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Fig. 1. Single vibronic exciton states populations flaa and coherences Rflab (color coding is shown on top) for the reorganization energies � = 0, 10, 30, 100 cm≠1.
Baths parameters are TPB = 300 K, TBB = 5600 K.

turned on excitation by sunlight induces the dynamics.
Figure 1 (� = 0 case) shows the populations of the single vibronic exciton states and the coherent

superpositions arising between them by suddenly turned on incoherent radiation. The populations
with the greater amplitudes are depicted, those not shown have non-significant amplitudes concerning
these. The linear increase in the single vibronic exciton states populations is expected in low-intensity
incoherent radiation (26). In chromophores isolated from vibrational phonon environment, suddenly
turned-on incoherent light-induced dynamics are coherent and last for hundreds of picoseconds (26).
Nevertheless, the amplitude of the vibronic coherences is approximately two orders of magnitude
smaller than the populations (≥ 10≠8), hence, they turn out to be irrelevant quickly (25). Most of
these vibronic coherences display a highly mixed electronic-vibrational character, quantified through
the intersite mixing ratio, specifically for the coherences depicted in Fig. 1, ’18,19 = 0.52, ’18,20 = 0.50
and ’18,20 = 0.48.

Also, we take into account the e�ect of the blackbody radiation bath and the phonon bath (� ”= 0)
on the density matrix dynamics. We assume that initially the dimers and the baths are decoupled
fl(t0) = flS(t0)¢flBB(t0)¢flTB(t0). The suddenly turned on excitation by incoherent light induces the
dynamics. Figure 1 depicts the populations of single vibronic exciton states for di�erent values of the
coupling to the phonon bath, given by the values of the reorganization energy of � = 10, 30, 100 cm≠1.
Regarding the case of the e�ect of the blackbody radiation bath only, some populations increase, and
others decrease, this population flow between single vibronic exciton states obeys to the interaction
with the phonon bath and the trace preservation of the density operator. The linear increase in the
populations discussed in this paragraph is related with the low-intensity incoherent radiation.

Figure 1 shows the dynamics of superpositions between single vibronic exciton states (vibronic
coherences), with the reorganization energies considered in the above paragraph. Due to the
interaction with the phonon bath, the vibronic coherences originated by the turn of the incoherent
radiation decay. Compared to the populations of single vibronic coherences, these vibronic become
negligible as time progresses. As previously noted by other studies on incoherent excitation, in
the long-time limit stationary coherences appear, and their amplitudes increase proportionally to
the reorganization energy (i.e., with the coupling to the thermal environment). In this case, these
stationary vibronic coherences result of the coupling of the electronic degrees of freedom to the
phonon bath.

For the highest amplitude vibronic coherence Rfl18,20(t) (see Fig. 1), Fig. 2 depicts the functional
dependence of decoherence rate “18,20 on the ratio between the vibronic coupling and the site energy
di�erence g/�‘, the ratio between the intramolecular vibrational frequency and the site energy
di�erence È/�‘, the ratio between the electronic coupling and the site energy di�erence V/�‘, and
the dipole moment amplitude D. For the density matrix dynamics calculated along this paper, this
quantities adopted the specific values g/�‘ = 0.26, È/�‘ = 1.02, V12/�‘ = 0.09 and D = 1 (green
points in Fig. 2).
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Fig. 1. Single vibronic exciton states populations flaa and coherences Rflab (color coding is shown on top) for the reorganization energies � = 0, 10, 30, 100 cm≠1.
Baths parameters are TPB = 300 K, TBB = 5600 K.

turned on excitation by sunlight induces the dynamics.
Figure 1 (� = 0 case) shows the populations of the single vibronic exciton states and the coherent

superpositions arising between them by suddenly turned on incoherent radiation. The populations
with the greater amplitudes are depicted, those not shown have non-significant amplitudes concerning
these. The linear increase in the single vibronic exciton states populations is expected in low-intensity
incoherent radiation (26). In chromophores isolated from vibrational phonon environment, suddenly
turned-on incoherent light-induced dynamics are coherent and last for hundreds of picoseconds (26).
Nevertheless, the amplitude of the vibronic coherences is approximately two orders of magnitude
smaller than the populations (≥ 10≠8), hence, they turn out to be irrelevant quickly (25). Most of
these vibronic coherences display a highly mixed electronic-vibrational character, quantified through
the intersite mixing ratio, specifically for the coherences depicted in Fig. 1, ’18,19 = 0.52, ’18,20 = 0.50
and ’18,20 = 0.48.

Also, we take into account the e�ect of the blackbody radiation bath and the phonon bath (� ”= 0)
on the density matrix dynamics. We assume that initially the dimers and the baths are decoupled
fl(t0) = flS(t0)¢flBB(t0)¢flTB(t0). The suddenly turned on excitation by incoherent light induces the
dynamics. Figure 1 depicts the populations of single vibronic exciton states for di�erent values of the
coupling to the phonon bath, given by the values of the reorganization energy of � = 10, 30, 100 cm≠1.
Regarding the case of the e�ect of the blackbody radiation bath only, some populations increase, and
others decrease, this population flow between single vibronic exciton states obeys to the interaction
with the phonon bath and the trace preservation of the density operator. The linear increase in the
populations discussed in this paragraph is related with the low-intensity incoherent radiation.

Figure 1 shows the dynamics of superpositions between single vibronic exciton states (vibronic
coherences), with the reorganization energies considered in the above paragraph. Due to the
interaction with the phonon bath, the vibronic coherences originated by the turn of the incoherent
radiation decay. Compared to the populations of single vibronic coherences, these vibronic become
negligible as time progresses. As previously noted by other studies on incoherent excitation, in
the long-time limit stationary coherences appear, and their amplitudes increase proportionally to
the reorganization energy (i.e., with the coupling to the thermal environment). In this case, these
stationary vibronic coherences result of the coupling of the electronic degrees of freedom to the
phonon bath.

For the highest amplitude vibronic coherence Rfl18,20(t) (see Fig. 1), Fig. 2 depicts the functional
dependence of decoherence rate “18,20 on the ratio between the vibronic coupling and the site energy
di�erence g/�‘, the ratio between the intramolecular vibrational frequency and the site energy
di�erence È/�‘, the ratio between the electronic coupling and the site energy di�erence V/�‘, and
the dipole moment amplitude D. For the density matrix dynamics calculated along this paper, this
quantities adopted the specific values g/�‘ = 0.26, È/�‘ = 1.02, V12/�‘ = 0.09 and D = 1 (green
points in Fig. 2).
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Fig. 1. Single vibronic exciton states populations flaa and coherences Rflab (color coding is shown on top) for the reorganization energies � = 0, 10, 30, 100 cm≠1.
Baths parameters are TPB = 300 K, TBB = 5600 K.

turned on excitation by sunlight induces the dynamics.
Figure 1 (� = 0 case) shows the populations of the single vibronic exciton states and the coherent

superpositions arising between them by suddenly turned on incoherent radiation. The populations
with the greater amplitudes are depicted, those not shown have non-significant amplitudes concerning
these. The linear increase in the single vibronic exciton states populations is expected in low-intensity
incoherent radiation (26). In chromophores isolated from vibrational phonon environment, suddenly
turned-on incoherent light-induced dynamics are coherent and last for hundreds of picoseconds (26).
Nevertheless, the amplitude of the vibronic coherences is approximately two orders of magnitude
smaller than the populations (≥ 10≠8), hence, they turn out to be irrelevant quickly (25). Most of
these vibronic coherences display a highly mixed electronic-vibrational character, quantified through
the intersite mixing ratio, specifically for the coherences depicted in Fig. 1, ’18,19 = 0.52, ’18,20 = 0.50
and ’18,20 = 0.48.

Also, we take into account the e�ect of the blackbody radiation bath and the phonon bath (� ”= 0)
on the density matrix dynamics. We assume that initially the dimers and the baths are decoupled
fl(t0) = flS(t0)¢flBB(t0)¢flTB(t0). The suddenly turned on excitation by incoherent light induces the
dynamics. Figure 1 depicts the populations of single vibronic exciton states for di�erent values of the
coupling to the phonon bath, given by the values of the reorganization energy of � = 10, 30, 100 cm≠1.
Regarding the case of the e�ect of the blackbody radiation bath only, some populations increase, and
others decrease, this population flow between single vibronic exciton states obeys to the interaction
with the phonon bath and the trace preservation of the density operator. The linear increase in the
populations discussed in this paragraph is related with the low-intensity incoherent radiation.

Figure 1 shows the dynamics of superpositions between single vibronic exciton states (vibronic
coherences), with the reorganization energies considered in the above paragraph. Due to the
interaction with the phonon bath, the vibronic coherences originated by the turn of the incoherent
radiation decay. Compared to the populations of single vibronic coherences, these vibronic become
negligible as time progresses. As previously noted by other studies on incoherent excitation, in
the long-time limit stationary coherences appear, and their amplitudes increase proportionally to
the reorganization energy (i.e., with the coupling to the thermal environment). In this case, these
stationary vibronic coherences result of the coupling of the electronic degrees of freedom to the
phonon bath.

For the highest amplitude vibronic coherence Rfl18,20(t) (see Fig. 1), Fig. 2 depicts the functional
dependence of decoherence rate “18,20 on the ratio between the vibronic coupling and the site energy
di�erence g/�‘, the ratio between the intramolecular vibrational frequency and the site energy
di�erence È/�‘, the ratio between the electronic coupling and the site energy di�erence V/�‘, and
the dipole moment amplitude D. For the density matrix dynamics calculated along this paper, this
quantities adopted the specific values g/�‘ = 0.26, È/�‘ = 1.02, V12/�‘ = 0.09 and D = 1 (green
points in Fig. 2).
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turned on excitation by sunlight induces the dynamics.
Figure 1 (� = 0 case) shows the populations of the single vibronic exciton states and the coherent

superpositions arising between them by suddenly turned on incoherent radiation. The populations
with the greater amplitudes are depicted, those not shown have non-significant amplitudes concerning
these. The linear increase in the single vibronic exciton states populations is expected in low-intensity
incoherent radiation (26). In chromophores isolated from vibrational phonon environment, suddenly
turned-on incoherent light-induced dynamics are coherent and last for hundreds of picoseconds (26).
Nevertheless, the amplitude of the vibronic coherences is approximately two orders of magnitude
smaller than the populations (≥ 10≠8), hence, they turn out to be irrelevant quickly (25). Most of
these vibronic coherences display a highly mixed electronic-vibrational character, quantified through
the intersite mixing ratio, specifically for the coherences depicted in Fig. 1, ’18,19 = 0.52, ’18,20 = 0.50
and ’18,20 = 0.48.

Also, we take into account the e�ect of the blackbody radiation bath and the phonon bath (� ”= 0)
on the density matrix dynamics. We assume that initially the dimers and the baths are decoupled
fl(t0) = flS(t0)¢flBB(t0)¢flTB(t0). The suddenly turned on excitation by incoherent light induces the
dynamics. Figure 1 depicts the populations of single vibronic exciton states for di�erent values of the
coupling to the phonon bath, given by the values of the reorganization energy of � = 10, 30, 100 cm≠1.
Regarding the case of the e�ect of the blackbody radiation bath only, some populations increase, and
others decrease, this population flow between single vibronic exciton states obeys to the interaction
with the phonon bath and the trace preservation of the density operator. The linear increase in the
populations discussed in this paragraph is related with the low-intensity incoherent radiation.

Figure 1 shows the dynamics of superpositions between single vibronic exciton states (vibronic
coherences), with the reorganization energies considered in the above paragraph. Due to the
interaction with the phonon bath, the vibronic coherences originated by the turn of the incoherent
radiation decay. Compared to the populations of single vibronic coherences, these vibronic become
negligible as time progresses. As previously noted by other studies on incoherent excitation, in
the long-time limit stationary coherences appear, and their amplitudes increase proportionally to
the reorganization energy (i.e., with the coupling to the thermal environment). In this case, these
stationary vibronic coherences result of the coupling of the electronic degrees of freedom to the
phonon bath.

For the highest amplitude vibronic coherence Rfl18,20(t) (see Fig. 1), Fig. 2 depicts the functional
dependence of decoherence rate “18,20 on the ratio between the vibronic coupling and the site energy
di�erence g/�‘, the ratio between the intramolecular vibrational frequency and the site energy
di�erence È/�‘, the ratio between the electronic coupling and the site energy di�erence V/�‘, and
the dipole moment amplitude D. For the density matrix dynamics calculated along this paper, this
quantities adopted the specific values g/�‘ = 0.26, È/�‘ = 1.02, V12/�‘ = 0.09 and D = 1 (green
points in Fig. 2).
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turned on excitation by sunlight induces the dynamics.
Figure 1 (� = 0 case) shows the populations of the single vibronic exciton states and the coherent

superpositions arising between them by suddenly turned on incoherent radiation. The populations
with the greater amplitudes are depicted, those not shown have non-significant amplitudes concerning
these. The linear increase in the single vibronic exciton states populations is expected in low-intensity
incoherent radiation (26). In chromophores isolated from vibrational phonon environment, suddenly
turned-on incoherent light-induced dynamics are coherent and last for hundreds of picoseconds (26).
Nevertheless, the amplitude of the vibronic coherences is approximately two orders of magnitude
smaller than the populations (≥ 10≠8), hence, they turn out to be irrelevant quickly (25). Most of
these vibronic coherences display a highly mixed electronic-vibrational character, quantified through
the intersite mixing ratio, specifically for the coherences depicted in Fig. 1, ’18,19 = 0.52, ’18,20 = 0.50
and ’18,20 = 0.48.

Also, we take into account the e�ect of the blackbody radiation bath and the phonon bath (� ”= 0)
on the density matrix dynamics. We assume that initially the dimers and the baths are decoupled
fl(t0) = flS(t0)¢flBB(t0)¢flTB(t0). The suddenly turned on excitation by incoherent light induces the
dynamics. Figure 1 depicts the populations of single vibronic exciton states for di�erent values of the
coupling to the phonon bath, given by the values of the reorganization energy of � = 10, 30, 100 cm≠1.
Regarding the case of the e�ect of the blackbody radiation bath only, some populations increase, and
others decrease, this population flow between single vibronic exciton states obeys to the interaction
with the phonon bath and the trace preservation of the density operator. The linear increase in the
populations discussed in this paragraph is related with the low-intensity incoherent radiation.

Figure 1 shows the dynamics of superpositions between single vibronic exciton states (vibronic
coherences), with the reorganization energies considered in the above paragraph. Due to the
interaction with the phonon bath, the vibronic coherences originated by the turn of the incoherent
radiation decay. Compared to the populations of single vibronic coherences, these vibronic become
negligible as time progresses. As previously noted by other studies on incoherent excitation, in
the long-time limit stationary coherences appear, and their amplitudes increase proportionally to
the reorganization energy (i.e., with the coupling to the thermal environment). In this case, these
stationary vibronic coherences result of the coupling of the electronic degrees of freedom to the
phonon bath.

For the highest amplitude vibronic coherence Rfl18,20(t) (see Fig. 1), Fig. 2 depicts the functional
dependence of decoherence rate “18,20 on the ratio between the vibronic coupling and the site energy
di�erence g/�‘, the ratio between the intramolecular vibrational frequency and the site energy
di�erence È/�‘, the ratio between the electronic coupling and the site energy di�erence V/�‘, and
the dipole moment amplitude D. For the density matrix dynamics calculated along this paper, this
quantities adopted the specific values g/�‘ = 0.26, È/�‘ = 1.02, V12/�‘ = 0.09 and D = 1 (green
points in Fig. 2).
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with the greater amplitudes are depicted, those not shown have non-significant amplitudes concerning
these. The linear increase in the single vibronic exciton states populations is expected in low-intensity
incoherent radiation (26). In chromophores isolated from vibrational phonon environment, suddenly
turned-on incoherent light-induced dynamics are coherent and last for hundreds of picoseconds (26).
Nevertheless, the amplitude of the vibronic coherences is approximately two orders of magnitude
smaller than the populations (≥ 10≠8), hence, they turn out to be irrelevant quickly (25). Most of
these vibronic coherences display a highly mixed electronic-vibrational character, quantified through
the intersite mixing ratio, specifically for the coherences depicted in Fig. 1, ’18,19 = 0.52, ’18,20 = 0.50
and ’18,20 = 0.48.

Also, we take into account the e�ect of the blackbody radiation bath and the phonon bath (� ”= 0)
on the density matrix dynamics. We assume that initially the dimers and the baths are decoupled
fl(t0) = flS(t0)¢flBB(t0)¢flTB(t0). The suddenly turned on excitation by incoherent light induces the
dynamics. Figure 1 depicts the populations of single vibronic exciton states for di�erent values of the
coupling to the phonon bath, given by the values of the reorganization energy of � = 10, 30, 100 cm≠1.
Regarding the case of the e�ect of the blackbody radiation bath only, some populations increase, and
others decrease, this population flow between single vibronic exciton states obeys to the interaction
with the phonon bath and the trace preservation of the density operator. The linear increase in the
populations discussed in this paragraph is related with the low-intensity incoherent radiation.

Figure 1 shows the dynamics of superpositions between single vibronic exciton states (vibronic
coherences), with the reorganization energies considered in the above paragraph. Due to the
interaction with the phonon bath, the vibronic coherences originated by the turn of the incoherent
radiation decay. Compared to the populations of single vibronic coherences, these vibronic become
negligible as time progresses. As previously noted by other studies on incoherent excitation, in
the long-time limit stationary coherences appear, and their amplitudes increase proportionally to
the reorganization energy (i.e., with the coupling to the thermal environment). In this case, these
stationary vibronic coherences result of the coupling of the electronic degrees of freedom to the
phonon bath.

For the highest amplitude vibronic coherence Rfl18,20(t) (see Fig. 1), Fig. 2 depicts the functional
dependence of decoherence rate “18,20 on the ratio between the vibronic coupling and the site energy
di�erence g/�‘, the ratio between the intramolecular vibrational frequency and the site energy
di�erence È/�‘, the ratio between the electronic coupling and the site energy di�erence V/�‘, and
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Figure 1 (� = 0 case) shows the populations of the single vibronic exciton states and the coherent

superpositions arising between them by suddenly turned on incoherent radiation. The populations
with the greater amplitudes are depicted, those not shown have non-significant amplitudes concerning
these. The linear increase in the single vibronic exciton states populations is expected in low-intensity
incoherent radiation (26). In chromophores isolated from vibrational phonon environment, suddenly
turned-on incoherent light-induced dynamics are coherent and last for hundreds of picoseconds (26).
Nevertheless, the amplitude of the vibronic coherences is approximately two orders of magnitude
smaller than the populations (≥ 10≠8), hence, they turn out to be irrelevant quickly (25). Most of
these vibronic coherences display a highly mixed electronic-vibrational character, quantified through
the intersite mixing ratio, specifically for the coherences depicted in Fig. 1, ’18,19 = 0.52, ’18,20 = 0.50
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Figure 1 shows the dynamics of superpositions between single vibronic exciton states (vibronic
coherences), with the reorganization energies considered in the above paragraph. Due to the
interaction with the phonon bath, the vibronic coherences originated by the turn of the incoherent
radiation decay. Compared to the populations of single vibronic coherences, these vibronic become
negligible as time progresses. As previously noted by other studies on incoherent excitation, in
the long-time limit stationary coherences appear, and their amplitudes increase proportionally to
the reorganization energy (i.e., with the coupling to the thermal environment). In this case, these
stationary vibronic coherences result of the coupling of the electronic degrees of freedom to the
phonon bath.

For the highest amplitude vibronic coherence Rfl18,20(t) (see Fig. 1), Fig. 2 depicts the functional
dependence of decoherence rate “18,20 on the ratio between the vibronic coupling and the site energy
di�erence g/�‘, the ratio between the intramolecular vibrational frequency and the site energy
di�erence È/�‘, the ratio between the electronic coupling and the site energy di�erence V/�‘, and
the dipole moment amplitude D. For the density matrix dynamics calculated along this paper, this
quantities adopted the specific values g/�‘ = 0.26, È/�‘ = 1.02, V12/�‘ = 0.09 and D = 1 (green
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the chromophores and environmental fluctuations must be per-
formed with caution, to calculate correct exciton dynamics.
While in most theoretical studies of vibronic excitons, the envi-
ronmental interactions are either described solely by electronic
energy fluctuations or by vibrational relaxation.

In the current work, we calculate exciton dynamics, lin-
ear absorption, and 2DES of systems comprised of model
homodimers by implementing the hierarchical equations of
motion (HEOM) approach (30), a nonperturbative method
describing dissipative quantum dynamics under the intermedi-
ate coupling regime (where the electronic coupling strength is
comparable to the reorganization energy).This allows us to build
a more complete picture by investigating the effects of exciton-
vibrational resonance on coherence lifetime considering the
interplay between electronic energy fluctuations and vibrational
relaxation concurrently. As such, we report how the character
change of the state between electronic and vibrational degrees
of freedom (DOFs) contribute to both coherence lifetime and
intensity.

Model
Herein we consider simulations of the linear absorption and
2DES for several systems and modeling the underlying dynamics
within a system of three homodimers with different interchro-
mophore coupling schemes (electronic versus vibronic). The
electronically coupled homodimer (ED) is modeled as Frenkel
excitons (31), where each chromophore is modeled as a two-
level system; this configuration forces us to only consider the
zero-to-one exciton transition. The electronic ground (|0i) and
first excited (|ji) states of the j

th chromophore are connected
via electronic excitation and deexcitation operators and are
separated by the excitation energy, Ej . This coupling between
chromophores j and l is managed through a Coulombic inter-
action parameter, Jjl . The corresponding system Hamiltonian
of N -coupled chromophores thus reads as ĤE =

PN
j Ej |jihj |+PN

j 6=l Jjl |jihl |.
To model vibronically coupled homodimers (VDs), we con-

sider a Holstein Hamiltonian model (32), coupled with a form
similar to the Frenkel model, to describe the electronic states.
The VD Hamiltonian will be written in a local vibronic basis,
which explicitly couples electronic and vibrational DOFs. For
simplicity, each chromophore is coupled to a single intramolec-
ular vibrational mode with frequency !j . At a basic level,
the single chromophore Hamiltonian can be written as Ĥj =PN

j Ej |jihj |+ Ĥvib(!j )+ Ĥel�vib(!j ,Sj ). Here, Ĥvib(!j ) is the
vibrational Hamiltonian, described by a harmonic oscillator. Sj is
the dimensionless Huang–Rhys factor, representing the coupling
strength between the electronic and nuclear DOF for chro-
mophore j . We then complete the system Hamiltonian by includ-
ing the Jjl electronic coupling term as ĤV =

PN
j Ej |jihj |+PN

j 6=l Jjl |jihl |+
PN

j Ĥvib(!j )+
PN

j Ĥel�vib(!j ,Sj ).
All other vibrational modes (from protein and/or solvent fluc-

tuations) that couple to each chromophore are modeled by
an independent phonon bath composed of ⇠ harmonic oscil-
lators; these baths are described by ĤB. We assume that the
system is affected by the phonon bath through both electronic
energy fluctuations and vibrational relaxation and thus arrive
at a system-bath Hamiltonian organized as ĤSB =

PN
j=1 V̂j B̂j ,

where B̂j is taken to be the collective bath operator and V̂j is
the system operator that describes the effects of bath fluctua-
tions on the states of chromophore j . V̂j is a function of both the
dimensionless electronic energy fluctuation and the vibrational
relaxation constants, ⌘E and ⌘V, respectively. A schematic repre-
sentation of the entire system and coupling scheme is provided
in Fig. 1. For VD, these values are set to (⌘E, ⌘V)= (1, 1/3),
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Fig. 1. A schematic representation of both the vibrational states associated
with the electronic ground state (red potential) and the first excited state
(blue potential) within the local vibronic basis. The two Couloumbic-coupled
chromophores are shown as blue circles, and each respectively couples to its
individual phonon bath (orange circles).

while for ED, these coefficients are (⌘E, ⌘V)= (1, 0), as there
are no system vibrational DOFs coupled to the bath oscillators in
this case.

Just as coupling the intramolecular vibrational modes to
the electronic DOF shifts the equilibrium position of the sys-
tem oscillator, the introduction of system–bath coupling shifts
the equilibrium position of the bath oscillators. To maintain
the translational symmetry of the Hamiltonian around the
shifted equilibrium position, a counter term Hreorg is intro-
duced in the total Hamiltonian (33), obtaining an effective
system Hamiltonian. Detail of aforementioned Hamiltonians for
exciton dynamics, linear spectra, and 2DES calculation are in
SI Appendix.

Experimentally, rephasing 2D spectra are generated by
sequential interaction of three broadband laser pulses with a
sample to create a third-order polarization. This generates a 3D
signal theoretically described by third-order nonlinear response
functions, dependent on the waiting time between sequential
pulses, t1, t2, and t3 (34). The excitation and deexcitation of the
system states by laser pulses are described by transition dipole
operator, while the system dynamics during the waiting times
are calculated by the HEOM method. For 2D spectral simula-
tions of ED, we assume the total system is initially in a factorized
state. For those simulations on VD—due to the possible thermal
vibrational excitations—initial states are obtained by equilibrat-
ing the total system with the previously mentioned factorized
states using HEOM (SI Appendix, Eq. S20); finally, the rephasing
2D spectra at waiting time t2 is obtained after a double Fourier
transform on the third-order nonlinear response function (SI
Appendix, Eq. S25).

Results
To demonstrate the effects of exciton-vibrational resonance
on the distribution of oscillator strengths, both the transition
energies from the zero–exciton-vibrational vacuum state to the
one-exciton manifold and the oscillator strengths are calculated
across the span of electronic coupling values by diagonaliz-
ing the system Hamiltonian, ĤV (see Fig. 2). So as to avoid
dark states capable of obscuring observations of coherence life-
time, we set the dihedral angle between transition dipole vectors
equal to 2⇡/5, and both dipoles are set to be orthogonal to the
vector connecting them. The parameter set selected to study
the dimer was inspired by the J-aggregates of cyanine dyes
C8O3 (29), in which exist a vibrational mode around 668 cm�1

near-resonant to an exciton energy splitting with a very small
Huang–Rhys factor S =0.0006. In the 2DES calculation, we
consider two VDs, VD1 and VD2, at off- and near-resonant
conditions, respectively. Without loss of generality, the site
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thechromophoresandenvironmentalfluctuationsmustbeper-
formedwithcaution,tocalculatecorrectexcitondynamics.
Whileinmosttheoreticalstudiesofvibronicexcitons,theenvi-
ronmentalinteractionsareeitherdescribedsolelybyelectronic
energyfluctuationsorbyvibrationalrelaxation.

Inthecurrentwork,wecalculateexcitondynamics,lin-
earabsorption,and2DESofsystemscomprisedofmodel
homodimersbyimplementingthehierarchicalequationsof
motion(HEOM)approach(30),anonperturbativemethod
describingdissipativequantumdynamicsundertheintermedi-
atecouplingregime(wheretheelectroniccouplingstrengthis
comparabletothereorganizationenergy).Thisallowsustobuild
amorecompletepicturebyinvestigatingtheeffectsofexciton-
vibrationalresonanceoncoherencelifetimeconsideringthe
interplaybetweenelectronicenergyfluctuationsandvibrational
relaxationconcurrently.Assuch,wereporthowthecharacter
changeofthestatebetweenelectronicandvibrationaldegrees
offreedom(DOFs)contributetobothcoherencelifetimeand
intensity.

Model
Hereinweconsidersimulationsofthelinearabsorptionand
2DESforseveralsystemsandmodelingtheunderlyingdynamics
withinasystemofthreehomodimerswithdifferentinterchro-
mophorecouplingschemes(electronicversusvibronic).The
electronicallycoupledhomodimer(ED)ismodeledasFrenkel
excitons(31),whereeachchromophoreismodeledasatwo-
levelsystem;thisconfigurationforcesustoonlyconsiderthe
zero-to-oneexcitontransition.Theelectronicground(|0i)and
firstexcited(|ji)statesofthej

thchromophoreareconnected
viaelectronicexcitationanddeexcitationoperatorsandare
separatedbytheexcitationenergy,Ej.Thiscouplingbetween
chromophoresjandlismanagedthroughaCoulombicinter-
actionparameter,Jjl.ThecorrespondingsystemHamiltonian
ofN-coupledchromophoresthusreadsasĤE=

PN
jEj|jihj|+ PN

j6=lJjl|jihl|.
Tomodelvibronicallycoupledhomodimers(VDs),wecon-

sideraHolsteinHamiltonianmodel(32),coupledwithaform
similartotheFrenkelmodel,todescribetheelectronicstates.
TheVDHamiltonianwillbewritteninalocalvibronicbasis,
whichexplicitlycoupleselectronicandvibrationalDOFs.For
simplicity,eachchromophoreiscoupledtoasingleintramolec-
ularvibrationalmodewithfrequency!j.Atabasiclevel,
thesinglechromophoreHamiltoniancanbewrittenasĤj= PN

jEj|jihj|+Ĥvib(!j)+Ĥel�vib(!j,Sj).Here,Ĥvib(!j)isthe
vibrationalHamiltonian,describedbyaharmonicoscillator.Sjis
thedimensionlessHuang–Rhysfactor,representingthecoupling
strengthbetweentheelectronicandnuclearDOFforchro-
mophorej.WethencompletethesystemHamiltonianbyinclud-
ingtheJjlelectroniccouplingtermasĤV=

PN
jEj|jihj|+ PN

j6=lJjl|jihl|+
PN

jĤvib(!j)+
PN

jĤel�vib(!j,Sj).
Allothervibrationalmodes(fromproteinand/orsolventfluc-

tuations)thatcoupletoeachchromophorearemodeledby
anindependentphononbathcomposedof⇠harmonicoscil-
lators;thesebathsaredescribedbyĤB.Weassumethatthe
systemisaffectedbythephononbaththroughbothelectronic
energyfluctuationsandvibrationalrelaxationandthusarrive
atasystem-bathHamiltonianorganizedasĤSB=

PN
j=1V̂jB̂j,

whereB̂jistakentobethecollectivebathoperatorandV̂jis
thesystemoperatorthatdescribestheeffectsofbathfluctua-
tionsonthestatesofchromophorej.V̂jisafunctionofboththe
dimensionlesselectronicenergyfluctuationandthevibrational
relaxationconstants,⌘Eand⌘V,respectively.Aschematicrepre-
sentationoftheentiresystemandcouplingschemeisprovided
inFig.1.ForVD,thesevaluesaresetto(⌘E,⌘V)=(1,1/3),
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Fig.1.Aschematicrepresentationofboththevibrationalstatesassociated
withtheelectronicgroundstate(redpotential)andthefirstexcitedstate
(bluepotential)withinthelocalvibronicbasis.ThetwoCouloumbic-coupled
chromophoresareshownasbluecircles,andeachrespectivelycouplestoits
individualphononbath(orangecircles).

whileforED,thesecoefficientsare(⌘E,⌘V)=(1,0),asthere
arenosystemvibrationalDOFscoupledtothebathoscillatorsin
thiscase.
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thetranslationalsymmetryoftheHamiltonianaroundthe
shiftedequilibriumposition,acountertermHreorgisintro-
ducedinthetotalHamiltonian(33),obtaininganeffective
systemHamiltonian.DetailofaforementionedHamiltoniansfor
excitondynamics,linearspectra,and2DEScalculationarein
SIAppendix.
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sequentialinteractionofthreebroadbandlaserpulseswitha
sampletocreateathird-orderpolarization.Thisgeneratesa3D
signaltheoreticallydescribedbythird-ordernonlinearresponse
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vibrationalexcitations—initialstatesareobtainedbyequilibrat-
ingthetotalsystemwiththepreviouslymentionedfactorized
statesusingHEOM(SIAppendix,Eq.S20);finally,therephasing
2Dspectraatwaitingtimet2isobtainedafteradoubleFourier
transformonthethird-ordernonlinearresponsefunction(SI
Appendix,Eq.S25).

Results
Todemonstratetheeffectsofexciton-vibrationalresonance
onthedistributionofoscillatorstrengths,boththetransition
energiesfromthezero–exciton-vibrationalvacuumstatetothe
one-excitonmanifoldandtheoscillatorstrengthsarecalculated
acrossthespanofelectroniccouplingvaluesbydiagonaliz-
ingthesystemHamiltonian,ĤV(seeFig.2).Soastoavoid
darkstatescapableofobscuringobservationsofcoherencelife-
time,wesetthedihedralanglebetweentransitiondipolevectors
equalto2⇡/5,andbothdipolesaresettobeorthogonaltothe
vectorconnectingthem.Theparametersetselectedtostudy
thedimerwasinspiredbytheJ-aggregatesofcyaninedyes
C8O3(29),inwhichexistavibrationalmodearound668cm�1

near-resonanttoanexcitonenergysplittingwithaverysmall
Huang–RhysfactorS=0.0006.Inthe2DEScalculation,we
considertwoVDs,VD1andVD2,atoff-andnear-resonant
conditions,respectively.Withoutlossofgenerality,thesite
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artificial materials: Incoherent vibronic transport is more
efficient than a coherent mechanism when energetic disorder
exceeds the coupling between the donor and vibrationally
excited acceptor states. Finally, our results suggest that the role
of coherent vibronic transport for nonbilin PPCs should also be
reevaluated.
In the following, we use a spin-boson Hamiltonian (Figure

1a) to explore the mechanism of vibronic transport in a model
heterodimer where the electronic excitation of the donor (Ed, |
D⟩) and acceptor (Ea, |A⟩) pigments have an energy gap much
larger than the electronic coupling (ΔE = Ed − Ea ≫ V). In this
model, we make use of a linear response formalism22−24 that
allows for an exact coarse-graining of vibrational motion into
collections of effective harmonic oscillators. The electronic
states of both pigments are coupled to independent collections
of low-frequency vibrations (“electronic environment”, Figure
1b,c) that form a thermal bath described by an overdamped
Brownian oscillator spectral density

ω λ
ωγ

ω γ
=

+
J ( ) 2elec elec

elec
2

elec
2

(1)

where λelec is the reorganization energy and γelec is the peak
width. The low-frequency vibrations capture the inertial
component of the vibrational response to pigment excitation
that can arise, for example, from solvent librational modes.24,25

All of the main text results use γelec = 50 cm−1, as often assumed
for photosynthetic PPCs.16 Most pigment excitations are also
coupled to many high-frequency intramolecular vibrations, as
studied using, for example, fluorescence line narrowing
measurements26 and ab initio simulations,5,27,28 but here we
incorporate only a single high-frequency vibration coupled to
the acceptor that directly mediates donor-to-acceptor transport.
The high-frequency vibration is, in turn, coupled to a
continuum of vibrational modes that form a thermal bath and
cause the relaxation of vibrational excitations. In the electronic

basis (Figure 1b), we describe the combined influence of the
high-frequency vibration and its thermal bath on the excitation
energy of the pigments through an underdamped Brownian
oscillator spectral density (“effective vibration”, Figure 1b)

ω λ
γ ω
ω γ ω

=
Ω

Ω − +
J ( ) 2

2
( ) 4eff vib

vib vib
2

vib
2 2 2

vib
2 2

(2)

where λvib = S·Ωvib is the reorganization energy, S is the
Huang−Rhys factor, γvib is the peak width, and Ωvib is the
vibrational frequency. We note that in all calculations presented
here there is a negligible rate of transport between the donor
and acceptor in the absence of the high-frequency vibration,
allowing us to focus on the vibronic transport mechanism.
Whereas simulations performed in the electronic basis can

provide an exact description of the net excitation transport
between the donor and acceptor, they cannot provide clear
insight into the underlying vibronic mechanism because the
dynamics of the resonant vibration are not explicitly described.
To illuminate the mechanism of vibronic transport, the high-

frequency vibration can be included in the system Hamil-
tonian,2,29−32 and the resulting potential energy surface (PES)
can be described as a nested funnel,32 shown in Figure 1c.
Because the vibration is an intramolecular mode on the
acceptor pigment, donor excitation results in an excited-state
PES (Figure 1c) that is equivalent to the ground-state but
vertically shifted by the excitation energy of the donor molecule
(gray curve, vibrational states: |νg⟩); electronic excitation of the
acceptor is coupled to the vibration, however, and results in an
excited-state PES that is both vertically and horizontally
displaced (black curve, vibrational states: |νe⟩). The system
Hamiltonian can be recast in the basis of vibronic states (Spin-
Boson Hamiltonian, Figure 1c), which are indexed by both the
electronic state of the dimer and the nuclear quantum number
of the explicit vibration (|A,νe⟩, |D,νg⟩). The coupling

Figure 1. (a) Schematic representation of a vibronic dimer Hamiltonian. (b) Diagrammatic representation of the electronic states (|A⟩,|D⟩) and the
corresponding spectral densities in the electronic basis. (c) “Nested Funnel PES”: The system Hamiltonian expressed as potential energy surfaces
(PES) when the high-frequency vibration is explicitly included. The donor PES (gray line, |D⟩) is a vertically displaced copy of the ground-state PES.
The acceptor PES (black line, |A⟩) is both vertically and horizontally displaced from the ground state. The horizontal displacement of the
equilibrium position is S2 . “Spin Boson Hamiltonian”: The system Hamiltonian expressed in the vibronic basis and the corresponding spectral
densities. “Vibronic Coupling”: The coupling between the lowest energy donor and the vibrationally excited acceptor state (Vvib) is smaller than the
electronic coupling between the lowest energy donor and lowest energy acceptor states (V0 = V⟨0g|0e⟩ ≈ V). (d) Schematic representations of the
parameters that determine the mechanism of vibronic transport. krelax is the rate of vibrational relaxation, which is proportional to γvib. δE

2 is the
variance of the vertical excitation energy of the pigments, which is proportional to λelec. σvib is the energy gap between the lowest energy donor and
vibrationally excited acceptor state.
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of the Hamiltonian in Eq. (2), by using the standard Redfield master equation (second-order and
non-secular) for thermal baths comprised of harmonic modes (26, 32, 33) Further details are provided
in the .[PLEASE COMPLETE][PLEASE COMPLETE].

Dynamics in the presence of blackbody radiation and phonon baths
Due to the exponential scaling of the dimension of the full Hilbert space, for all simulations below,
only the first four states (ground state and three excited levels) of each intramolecular vibrational
mode are considered. As a consequence, for vibronic dimers (two monomers and two intramolecular
vibrations), the vibronic exciton manifold has a dimension of 64: 16 ground vibronic exciton states
{| Â1 Í, . . . , | Â16 Í}, 32 single excited vibronic exciton states {| Â17 Í, . . . , | Â48 Í} and 16 double excited
vibronic exciton states {| Â49 Í, . . . , | Â64 Í}. The comparison with the case of an electronic dimer
with no specific intramolecular vibrational modes, in the site {| ‘1 Í, | ‘2 Í} and in the exciton basis
{| e Í, | e

Õ
Í}, follows after tracing over the intramolecular vibrational degrees of freedom in the density

matrix of the vibronic dimer dynamics, and performing the appropriate change of basis. For electronic
dimers, the Frenkel Hamiltonian corresponds to the first two terms of the Hamiltonian described in
Eq. (2). Thus, the two monomers have a site representation described by the states {| ‘̃1 Í, | ‘̃2 Í},
and due to the electronic coupling two single exciton states {| ẽ Í, | ẽ

Õ
Í} after the diagonalization of

the Frenkel Hamiltonian.
Specifically, the two phycoerythrobilin (PEB) chromophores from the protein-antenna phyco-

erythrin 545 (PE545) of marine cryptophyte algae (see Table 1) are considered below. The PEB
dimer has a large energy gap between excited electronic states, and due to large separations between
chromophores, the electronic coupling is small, in consequence, highly localized excitonic states
appears. For this light-harvesting system, long-lasting coherences in 2DPE experiments have been
reported, and the presence of high energy intramolecular vibrations in resonance with the electronic
states have been proposed as a plausible explanation of these long-lasting coherences (9, 15, 34, 35).

Regarding the coherences observed in 2DES experiments, the conclusion from previous discussions
is that they are a consequence of the use of pulsed laser excitation, i.e., light with high temporal
coherence, and that the main phenomena information corresponds to information on the system-bath
interaction post excitation. In this paper, we study the scenario where, after rapid incoherent
excitation from the electronic ground state for the sites and equilibrium thermal state (T = 300 K)
for the intramolecular vibrational modes, the system continues to interact with the incident blackbody
radiation (24, 26). We analyze the incoherent excitation process taking into account an intramolecular
vibrational mode for each of the two monomers, in full resonance with the exciton splitting, i.e.,
ÈDBV = �eDBV = 1058 cm≠1, with a vibronic coupling strength of 267.1 cm≠1.

Single vibronic exciton basis. Firstly, we analyze the density matrix dynamics considering the
e�ect of the blackbody bath only, i.e., the non-unitary e�ects related to the phonon bath are set
to zero in Eq. (7). We assume that initially the system and the blackbody bath are decoupled
fl(t0) = flS(t0) ¢ flBB(t0). Additionally, we consider that the transition dipole moment is constant in
time and neglect the e�ect of di�erent orientations of the transition dipole moment and the electric
field; thus we consider them parallel. We consider excitation from the ground state, and the suddenly

Table 1. Parameters for the PEB dimer.

TDM� (D) �‘† (cm≠1) V‡ (cm≠1) �e§ (cm≠1)
PEB 11.87, 12.17 1042 92 1058
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artificial materials: Incoherent vibronic transport is more
efficient than a coherent mechanism when energetic disorder
exceeds the coupling between the donor and vibrationally
excited acceptor states. Finally, our results suggest that the role
of coherent vibronic transport for nonbilin PPCs should also be
reevaluated.
In the following, we use a spin-boson Hamiltonian (Figure

1a) to explore the mechanism of vibronic transport in a model
heterodimer where the electronic excitation of the donor (Ed, |
D⟩) and acceptor (Ea, |A⟩) pigments have an energy gap much
larger than the electronic coupling (ΔE = Ed − Ea ≫ V). In this
model, we make use of a linear response formalism22−24 that
allows for an exact coarse-graining of vibrational motion into
collections of effective harmonic oscillators. The electronic
states of both pigments are coupled to independent collections
of low-frequency vibrations (“electronic environment”, Figure
1b,c) that form a thermal bath described by an overdamped
Brownian oscillator spectral density
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where λelec is the reorganization energy and γelec is the peak
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that can arise, for example, from solvent librational modes.24,25
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measurements26 and ab initio simulations,5,27,28 but here we
incorporate only a single high-frequency vibration coupled to
the acceptor that directly mediates donor-to-acceptor transport.
The high-frequency vibration is, in turn, coupled to a
continuum of vibrational modes that form a thermal bath and
cause the relaxation of vibrational excitations. In the electronic

basis (Figure 1b), we describe the combined influence of the
high-frequency vibration and its thermal bath on the excitation
energy of the pigments through an underdamped Brownian
oscillator spectral density (“effective vibration”, Figure 1b)

ω λ
γ ω
ω γ ω

=
Ω

Ω − +
J ( ) 2

2
( ) 4eff vib

vib vib
2

vib
2 2 2

vib
2 2

(2)

where λvib = S·Ωvib is the reorganization energy, S is the
Huang−Rhys factor, γvib is the peak width, and Ωvib is the
vibrational frequency. We note that in all calculations presented
here there is a negligible rate of transport between the donor
and acceptor in the absence of the high-frequency vibration,
allowing us to focus on the vibronic transport mechanism.
Whereas simulations performed in the electronic basis can

provide an exact description of the net excitation transport
between the donor and acceptor, they cannot provide clear
insight into the underlying vibronic mechanism because the
dynamics of the resonant vibration are not explicitly described.
To illuminate the mechanism of vibronic transport, the high-

frequency vibration can be included in the system Hamil-
tonian,2,29−32 and the resulting potential energy surface (PES)
can be described as a nested funnel,32 shown in Figure 1c.
Because the vibration is an intramolecular mode on the
acceptor pigment, donor excitation results in an excited-state
PES (Figure 1c) that is equivalent to the ground-state but
vertically shifted by the excitation energy of the donor molecule
(gray curve, vibrational states: |νg⟩); electronic excitation of the
acceptor is coupled to the vibration, however, and results in an
excited-state PES that is both vertically and horizontally
displaced (black curve, vibrational states: |νe⟩). The system
Hamiltonian can be recast in the basis of vibronic states (Spin-
Boson Hamiltonian, Figure 1c), which are indexed by both the
electronic state of the dimer and the nuclear quantum number
of the explicit vibration (|A,νe⟩, |D,νg⟩). The coupling

Figure 1. (a) Schematic representation of a vibronic dimer Hamiltonian. (b) Diagrammatic representation of the electronic states (|A⟩,|D⟩) and the
corresponding spectral densities in the electronic basis. (c) “Nested Funnel PES”: The system Hamiltonian expressed as potential energy surfaces
(PES) when the high-frequency vibration is explicitly included. The donor PES (gray line, |D⟩) is a vertically displaced copy of the ground-state PES.
The acceptor PES (black line, |A⟩) is both vertically and horizontally displaced from the ground state. The horizontal displacement of the
equilibrium position is S2 . “Spin Boson Hamiltonian”: The system Hamiltonian expressed in the vibronic basis and the corresponding spectral
densities. “Vibronic Coupling”: The coupling between the lowest energy donor and the vibrationally excited acceptor state (Vvib) is smaller than the
electronic coupling between the lowest energy donor and lowest energy acceptor states (V0 = V⟨0g|0e⟩ ≈ V). (d) Schematic representations of the
parameters that determine the mechanism of vibronic transport. krelax is the rate of vibrational relaxation, which is proportional to γvib. δE

2 is the
variance of the vertical excitation energy of the pigments, which is proportional to λelec. σvib is the energy gap between the lowest energy donor and
vibrationally excited acceptor state.
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of the Hamiltonian in Eq. (2), by using the standard Redfield master equation (second-order and
non-secular) for thermal baths comprised of harmonic modes (26, 32, 33) Further details are provided
in the .[PLEASE COMPLETE][PLEASE COMPLETE].

Dynamics in the presence of blackbody radiation and phonon baths
Due to the exponential scaling of the dimension of the full Hilbert space, for all simulations below,
only the first four states (ground state and three excited levels) of each intramolecular vibrational
mode are considered. As a consequence, for vibronic dimers (two monomers and two intramolecular
vibrations), the vibronic exciton manifold has a dimension of 64: 16 ground vibronic exciton states
{| Â1 Í, . . . , | Â16 Í}, 32 single excited vibronic exciton states {| Â17 Í, . . . , | Â48 Í} and 16 double excited
vibronic exciton states {| Â49 Í, . . . , | Â64 Í}. The comparison with the case of an electronic dimer
with no specific intramolecular vibrational modes, in the site {| ‘1 Í, | ‘2 Í} and in the exciton basis
{| e Í, | e

Õ
Í}, follows after tracing over the intramolecular vibrational degrees of freedom in the density

matrix of the vibronic dimer dynamics, and performing the appropriate change of basis. For electronic
dimers, the Frenkel Hamiltonian corresponds to the first two terms of the Hamiltonian described in
Eq. (2). Thus, the two monomers have a site representation described by the states {| ‘̃1 Í, | ‘̃2 Í},
and due to the electronic coupling two single exciton states {| ẽ Í, | ẽ

Õ
Í} after the diagonalization of

the Frenkel Hamiltonian.
Specifically, the two phycoerythrobilin (PEB) chromophores from the protein-antenna phyco-

erythrin 545 (PE545) of marine cryptophyte algae (see Table 1) are considered below. The PEB
dimer has a large energy gap between excited electronic states, and due to large separations between
chromophores, the electronic coupling is small, in consequence, highly localized excitonic states
appears. For this light-harvesting system, long-lasting coherences in 2DPE experiments have been
reported, and the presence of high energy intramolecular vibrations in resonance with the electronic
states have been proposed as a plausible explanation of these long-lasting coherences (9, 15, 34, 35).

Regarding the coherences observed in 2DES experiments, the conclusion from previous discussions
is that they are a consequence of the use of pulsed laser excitation, i.e., light with high temporal
coherence, and that the main phenomena information corresponds to information on the system-bath
interaction post excitation. In this paper, we study the scenario where, after rapid incoherent
excitation from the electronic ground state for the sites and equilibrium thermal state (T = 300 K)
for the intramolecular vibrational modes, the system continues to interact with the incident blackbody
radiation (24, 26). We analyze the incoherent excitation process taking into account an intramolecular
vibrational mode for each of the two monomers, in full resonance with the exciton splitting, i.e.,
ÈDBV = �eDBV = 1058 cm≠1, with a vibronic coupling strength of 267.1 cm≠1.

Single vibronic exciton basis. Firstly, we analyze the density matrix dynamics considering the
e�ect of the blackbody bath only, i.e., the non-unitary e�ects related to the phonon bath are set
to zero in Eq. (7). We assume that initially the system and the blackbody bath are decoupled
fl(t0) = flS(t0) ¢ flBB(t0). Additionally, we consider that the transition dipole moment is constant in
time and neglect the e�ect of di�erent orientations of the transition dipole moment and the electric
field; thus we consider them parallel. We consider excitation from the ground state, and the suddenly

Table 1. Parameters for the PEB dimer.

TDM� (D) �‘† (cm≠1) V‡ (cm≠1) �e§ (cm≠1)
PEB 11.87, 12.17 1042 92 1058
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Indeed,therelatedproblemofthephotoisomerisationof
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mostcases,coherencemaybeanevolutionaryspandrelan

accidentalbyproductoftheselectionofanotherproperty
13

becauseitisquitelikelythatequallyefficientincoherent

transportmechanismsarepossible.However,wealsoidentify

mechanismsthatcanenhancetransport,eveninsunlight.These

mechanismsenvironment-assistedquantumtransport
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andsupertransferinnature.

Photosyntheticcomplexesconsistofanumberof(bacterio)-

chlorophyllmolecules,alsocalledchromophoresorsites,held

inplacebyaproteinscaffold(seeFigure1).
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canbeinthegroundorexcitedstates,andthequestionof

coherenceinphotosynthesisis,roughlyspeaking,whethera
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sites.Westartbymakingthisquestionmoreprecise,which
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Fig. 3. Top panels—Dynamics in the single exciton basis for the vibronic dimer case {| e Í, | eÕ Í}, and the electronic dimer case {| ẽ Í, | ẽÕ Í} varying the reorganization
energy � [cm≠1] (color coding is shown on the top left box): A,B) Populations of the lowest and highest energy single exciton states (solid and dashed lines represent
the vibronic and electronic dimer cases, respectively). C) Single exciton coherence in the vibronic dimer model. D) Single exciton coherence in the electronic dimer model.
Bottom panels—Dynamics in the site basis (vibronic dimer case {| ‘1 Í, | ‘2 Í}, and electronic dimer | ‘̃1 Í, | ‘̃2 Í) varying the reorganization energy � [cm≠1] (same
color coding as the top panels): E,F) Populations of the two site states in the vibronic dimer (solid lines) and the electronic dimer (dashed lines). G) Coherence between site
states in the vibronic dimer model. H) Coherence between site states in the electronic dimer model. Baths parameters are TPB = 300 K, TBB = 5600 K.

Figure 2 A, D, and G depicts the dephasing rate “18,20 as a function of the ratios g/�‘ and È/�‘,
thus, the parameters of the electronic degrees of freedom for the vibronic PEB dimer do not vary,
and adopt the values shown in Table 1. Figure 2 B, E, and H depicts the dephasing rate “18,20 as a
function of the ratios g/�‘ and V/�‘, this allows to analyze the behaviour of this rate as a function
of the electronic and vibronic couplings. Figure 2 C, F, and I depicts the dephasing rate “18,20 as a
function of the ratios g/�‘ and D, this allows to analyze the behaviour of this rate as a function of
the coupling to the blackbody radiation while the electronic degrees of freedom do not vary and the
vibronic coupling change.

The dephasing rate “18,20 display a no-monotonic behavior under the variation of the quantities
defined above. For the values of the reorganization energies considered in the Figure 2, the increase
of the transition dipole moment amplitude leads to higher values in the dephasing rate “18,20 (see
Fig. 2 C, F and I). With the increase of the reorganization energy, i.e., with a higher coupling
to the phonon bath, and considering no change in the dipole moment amplitude, the order of the
dephasing rate “18,20 increases, for � = 0, 10, 100 [cm≠1] æ “18,20 ≥ 108

, 1012
, 1013 [s≠1], respectively

(see Fig. 2 A, B, D, E, G and H). Under the e�ect of the blackbody radiation bath only (� = 0),
there is a di�erence regarding to the � = 10 case of four order of magnitude in the dephasing rate
“18,20, that obeys to the fact mention above, suddenly turned-on incoherent light-induced dynamics
are coherent and last for hundreds of picoseconds.

A. Exciton and site basis. To show the significance of including high frequency intramolecular
vibrational modes, in the open system dynamics under incoherent-light excitation of light harvesting
dimers, we compare the case of an electronic dimer (without specific intramolecular vibrational
modes), with the case of a vibronic dimer, as considered along this paper (see Eq. 2). Figure 3
show the populations and coherences in the exciton (top panels) and site bases (bottom panels),
with (vibronic dimer) and without (electronic dimer) intramolecular vibrational modes.

In the exciton basis, the values of the populations for both vibronic and electronic dimers in the
absence of the phonon bath (� = 0 cm≠1) are of the order of 10≠6, so there is no advantage in the
inclusion of specific intramolecular vibrational modes, as considered in the vibronic dimer model.
However, the population of the lowest energy exciton state is higher in the case of the vibronic
dimer regarding the electronic dimer case, and the opposite for the population of the highest energy
exciton state. Concerning to the coherence between single exciton states, the amplitude of this
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ABSTRACT: Recent observations of coherence in photosynthetic complexes have led to
the question of whether quantum effects can occur in vivo, not under femtosecond laser
pulses but in incoherent sunlight and at steady state, and, if so, whether the coherence
explains the high exciton transfer efficiency. We introduce the distinction between state
coherence and process coherence and show that although some photosynthetic pathways
are partially coherent processes, photosynthesis in nature proceeds through stationary states.
This distinction allows us to rule out several mechanisms of transport enhancement in
sunlight. In particular, although they are crucial for understanding exciton transport, neither
wavelike motion nor microscopic coherence, on their own, enhance the efficiency. By
contrast, two partially coherent mechanismsENAQT and supertransfercan enhance
transport even in sunlight and thus constitute motifs for the optimization of artificial
sunlight harvesting. Finally, we clarify the importance of ultrafast spectroscopy in
understanding incoherent processes.
SECTION: Energy Conversion and Storage; Energy and Charge Transport

Recent observations of oscillatory spectroscopic signals in
photosynthetic light-harvesting complexes1−5 have led to

suggestions that dynamical quantum effects may also occur in
vivo, perhaps having a biological purpose6−10 and having been
favored by natural selection. This question has been difficult to
answer because the strong, coherent laser light used in
experiments is substantially different from the weak, incoherent
sunlight. In particular, because sunlight intensity is constant on
excitonic time scales, photosynthetic light harvesting proceeds
through steady states and can be described by rate equations.11

Indeed, the related problem of the photoisomerisation of
rhodopsinthe central event of visioncan be adequately
described using a completely incoherent model.12

In this work, we investigate whether coherence can enhance
excitonic transport under incoherent illumination. Several
mechanisms by which coherence is known to enhance transport
in coherently excited systems do not apply to photosynthesis in
sunlight. For example, because sunlight excites the entire
complexand not individual sitesand because transport is
through a steady state, there is no “wavelike transport” that
might speed up exciton delocalization. Indeed, we argue that, in
most cases, coherence may be an evolutionary spandrelan
accidental byproduct of the selection of another property13
because it is quite likely that equally efficient incoherent
transport mechanisms are possible. However, we also identify
mechanisms that can enhance transport, even in sunlight. These
mechanismsenvironment-assisted quantum transport
(ENAQT) and supertransferconstitute viable design princi-
ples for the engineering of artificial light-harvesting complexes.
Our findings do not imply that the oscillatory spectroscopic

signals seen with coherent light are irrelevant; quite the
opposite, coherent optical spectroscopy14,15 is indispensable for
elucidating transfer mechanisms and providing evidence of the

strong interchromophoric coupling that can lead to ENAQT
and supertransfer in nature.
Photosynthetic complexes consist of a number of (bacterio)-

chlorophyll molecules, also called chromophores or sites, held
in place by a protein scaffold (see Figure 1).16 Each chlorophyll
can be in the ground or excited states, and the question of
coherence in photosynthesis is, roughly speaking, whether a
particular excitation can be coherently delocalized over multiple
sites. We start by making this question more precise, which
requires distinguishing several types of coherence (see Table
1). In particular, we stress the distinction between state
coherence and process coherence, and the fact that one does not
imply the other.
A quantum state, described by a density matrix ρ, is called

“pure” if it can be represented by a wave function, ρ = |ψ⟩⟨ψ|,
and “mixed” otherwise. The purity Tr(ρ2) is a basis-
independent measure of how close a state is to being pure.
Off-diagonal elements of ρ are usually called “coherences,” but
they are basis-dependent: a state diagonal in one orthonormal
basis will not be diagonal in any other. Two bases are
particularly important in discussing excitonic systems. The site
basis is the basis in which each exciton is localized on a
particular site, while the energy or exciton basis is the eigenbasis
of the system Hamiltonian. Because of the coupling between
sites, the two bases usually do not coincide.
Processes can also be described as coherent or incoherent,

depending on the degree to which the evolution of an open
quantum system is dominated by the unitary part or by the
dissipative part.18 In multichromophoric systems, a process is
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the chromophores and environmental fluctuations must be per-
formed with caution, to calculate correct exciton dynamics.
While in most theoretical studies of vibronic excitons, the envi-
ronmental interactions are either described solely by electronic
energy fluctuations or by vibrational relaxation.

In the current work, we calculate exciton dynamics, lin-
ear absorption, and 2DES of systems comprised of model
homodimers by implementing the hierarchical equations of
motion (HEOM) approach (30), a nonperturbative method
describing dissipative quantum dynamics under the intermedi-
ate coupling regime (where the electronic coupling strength is
comparable to the reorganization energy).This allows us to build
a more complete picture by investigating the effects of exciton-
vibrational resonance on coherence lifetime considering the
interplay between electronic energy fluctuations and vibrational
relaxation concurrently. As such, we report how the character
change of the state between electronic and vibrational degrees
of freedom (DOFs) contribute to both coherence lifetime and
intensity.

Model
Herein we consider simulations of the linear absorption and
2DES for several systems and modeling the underlying dynamics
within a system of three homodimers with different interchro-
mophore coupling schemes (electronic versus vibronic). The
electronically coupled homodimer (ED) is modeled as Frenkel
excitons (31), where each chromophore is modeled as a two-
level system; this configuration forces us to only consider the
zero-to-one exciton transition. The electronic ground (|0i) and
first excited (|ji) states of the j

th chromophore are connected
via electronic excitation and deexcitation operators and are
separated by the excitation energy, Ej . This coupling between
chromophores j and l is managed through a Coulombic inter-
action parameter, Jjl . The corresponding system Hamiltonian
of N -coupled chromophores thus reads as ĤE =

PN
j Ej |jihj |+PN

j 6=l Jjl |jihl |.
To model vibronically coupled homodimers (VDs), we con-

sider a Holstein Hamiltonian model (32), coupled with a form
similar to the Frenkel model, to describe the electronic states.
The VD Hamiltonian will be written in a local vibronic basis,
which explicitly couples electronic and vibrational DOFs. For
simplicity, each chromophore is coupled to a single intramolec-
ular vibrational mode with frequency !j . At a basic level,
the single chromophore Hamiltonian can be written as Ĥj =PN

j Ej |jihj |+ Ĥvib(!j )+ Ĥel�vib(!j ,Sj ). Here, Ĥvib(!j ) is the
vibrational Hamiltonian, described by a harmonic oscillator. Sj is
the dimensionless Huang–Rhys factor, representing the coupling
strength between the electronic and nuclear DOF for chro-
mophore j . We then complete the system Hamiltonian by includ-
ing the Jjl electronic coupling term as ĤV =

PN
j Ej |jihj |+PN

j 6=l Jjl |jihl |+
PN

j Ĥvib(!j )+
PN

j Ĥel�vib(!j ,Sj ).
All other vibrational modes (from protein and/or solvent fluc-

tuations) that couple to each chromophore are modeled by
an independent phonon bath composed of ⇠ harmonic oscil-
lators; these baths are described by ĤB. We assume that the
system is affected by the phonon bath through both electronic
energy fluctuations and vibrational relaxation and thus arrive
at a system-bath Hamiltonian organized as ĤSB =

PN
j=1 V̂j B̂j ,

where B̂j is taken to be the collective bath operator and V̂j is
the system operator that describes the effects of bath fluctua-
tions on the states of chromophore j . V̂j is a function of both the
dimensionless electronic energy fluctuation and the vibrational
relaxation constants, ⌘E and ⌘V, respectively. A schematic repre-
sentation of the entire system and coupling scheme is provided
in Fig. 1. For VD, these values are set to (⌘E, ⌘V)= (1, 1/3),
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Fig. 1. A schematic representation of both the vibrational states associated
with the electronic ground state (red potential) and the first excited state
(blue potential) within the local vibronic basis. The two Couloumbic-coupled
chromophores are shown as blue circles, and each respectively couples to its
individual phonon bath (orange circles).

while for ED, these coefficients are (⌘E, ⌘V)= (1, 0), as there
are no system vibrational DOFs coupled to the bath oscillators in
this case.

Just as coupling the intramolecular vibrational modes to
the electronic DOF shifts the equilibrium position of the sys-
tem oscillator, the introduction of system–bath coupling shifts
the equilibrium position of the bath oscillators. To maintain
the translational symmetry of the Hamiltonian around the
shifted equilibrium position, a counter term Hreorg is intro-
duced in the total Hamiltonian (33), obtaining an effective
system Hamiltonian. Detail of aforementioned Hamiltonians for
exciton dynamics, linear spectra, and 2DES calculation are in
SI Appendix.

Experimentally, rephasing 2D spectra are generated by
sequential interaction of three broadband laser pulses with a
sample to create a third-order polarization. This generates a 3D
signal theoretically described by third-order nonlinear response
functions, dependent on the waiting time between sequential
pulses, t1, t2, and t3 (34). The excitation and deexcitation of the
system states by laser pulses are described by transition dipole
operator, while the system dynamics during the waiting times
are calculated by the HEOM method. For 2D spectral simula-
tions of ED, we assume the total system is initially in a factorized
state. For those simulations on VD—due to the possible thermal
vibrational excitations—initial states are obtained by equilibrat-
ing the total system with the previously mentioned factorized
states using HEOM (SI Appendix, Eq. S20); finally, the rephasing
2D spectra at waiting time t2 is obtained after a double Fourier
transform on the third-order nonlinear response function (SI
Appendix, Eq. S25).

Results
To demonstrate the effects of exciton-vibrational resonance
on the distribution of oscillator strengths, both the transition
energies from the zero–exciton-vibrational vacuum state to the
one-exciton manifold and the oscillator strengths are calculated
across the span of electronic coupling values by diagonaliz-
ing the system Hamiltonian, ĤV (see Fig. 2). So as to avoid
dark states capable of obscuring observations of coherence life-
time, we set the dihedral angle between transition dipole vectors
equal to 2⇡/5, and both dipoles are set to be orthogonal to the
vector connecting them. The parameter set selected to study
the dimer was inspired by the J-aggregates of cyanine dyes
C8O3 (29), in which exist a vibrational mode around 668 cm�1

near-resonant to an exciton energy splitting with a very small
Huang–Rhys factor S =0.0006. In the 2DES calculation, we
consider two VDs, VD1 and VD2, at off- and near-resonant
conditions, respectively. Without loss of generality, the site
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thechromophoresandenvironmentalfluctuationsmustbeper-
formedwithcaution,tocalculatecorrectexcitondynamics.
Whileinmosttheoreticalstudiesofvibronicexcitons,theenvi-
ronmentalinteractionsareeitherdescribedsolelybyelectronic
energyfluctuationsorbyvibrationalrelaxation.

Inthecurrentwork,wecalculateexcitondynamics,lin-
earabsorption,and2DESofsystemscomprisedofmodel
homodimersbyimplementingthehierarchicalequationsof
motion(HEOM)approach(30),anonperturbativemethod
describingdissipativequantumdynamicsundertheintermedi-
atecouplingregime(wheretheelectroniccouplingstrengthis
comparabletothereorganizationenergy).Thisallowsustobuild
amorecompletepicturebyinvestigatingtheeffectsofexciton-
vibrationalresonanceoncoherencelifetimeconsideringthe
interplaybetweenelectronicenergyfluctuationsandvibrational
relaxationconcurrently.Assuch,wereporthowthecharacter
changeofthestatebetweenelectronicandvibrationaldegrees
offreedom(DOFs)contributetobothcoherencelifetimeand
intensity.

Model
Hereinweconsidersimulationsofthelinearabsorptionand
2DESforseveralsystemsandmodelingtheunderlyingdynamics
withinasystemofthreehomodimerswithdifferentinterchro-
mophorecouplingschemes(electronicversusvibronic).The
electronicallycoupledhomodimer(ED)ismodeledasFrenkel
excitons(31),whereeachchromophoreismodeledasatwo-
levelsystem;thisconfigurationforcesustoonlyconsiderthe
zero-to-oneexcitontransition.Theelectronicground(|0i)and
firstexcited(|ji)statesofthej

thchromophoreareconnected
viaelectronicexcitationanddeexcitationoperatorsandare
separatedbytheexcitationenergy,Ej.Thiscouplingbetween
chromophoresjandlismanagedthroughaCoulombicinter-
actionparameter,Jjl.ThecorrespondingsystemHamiltonian
ofN-coupledchromophoresthusreadsasĤE=

PN
jEj|jihj|+ PN

j6=lJjl|jihl|.
Tomodelvibronicallycoupledhomodimers(VDs),wecon-

sideraHolsteinHamiltonianmodel(32),coupledwithaform
similartotheFrenkelmodel,todescribetheelectronicstates.
TheVDHamiltonianwillbewritteninalocalvibronicbasis,
whichexplicitlycoupleselectronicandvibrationalDOFs.For
simplicity,eachchromophoreiscoupledtoasingleintramolec-
ularvibrationalmodewithfrequency!j.Atabasiclevel,
thesinglechromophoreHamiltoniancanbewrittenasĤj= PN

jEj|jihj|+Ĥvib(!j)+Ĥel�vib(!j,Sj).Here,Ĥvib(!j)isthe
vibrationalHamiltonian,describedbyaharmonicoscillator.Sjis
thedimensionlessHuang–Rhysfactor,representingthecoupling
strengthbetweentheelectronicandnuclearDOFforchro-
mophorej.WethencompletethesystemHamiltonianbyinclud-
ingtheJjlelectroniccouplingtermasĤV=

PN
jEj|jihj|+ PN

j6=lJjl|jihl|+
PN

jĤvib(!j)+
PN

jĤel�vib(!j,Sj).
Allothervibrationalmodes(fromproteinand/orsolventfluc-

tuations)thatcoupletoeachchromophorearemodeledby
anindependentphononbathcomposedof⇠harmonicoscil-
lators;thesebathsaredescribedbyĤB.Weassumethatthe
systemisaffectedbythephononbaththroughbothelectronic
energyfluctuationsandvibrationalrelaxationandthusarrive
atasystem-bathHamiltonianorganizedasĤSB=

PN
j=1V̂jB̂j,

whereB̂jistakentobethecollectivebathoperatorandV̂jis
thesystemoperatorthatdescribestheeffectsofbathfluctua-
tionsonthestatesofchromophorej.V̂jisafunctionofboththe
dimensionlesselectronicenergyfluctuationandthevibrational
relaxationconstants,⌘Eand⌘V,respectively.Aschematicrepre-
sentationoftheentiresystemandcouplingschemeisprovided
inFig.1.ForVD,thesevaluesaresetto(⌘E,⌘V)=(1,1/3),
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Fig.1.Aschematicrepresentationofboththevibrationalstatesassociated
withtheelectronicgroundstate(redpotential)andthefirstexcitedstate
(bluepotential)withinthelocalvibronicbasis.ThetwoCouloumbic-coupled
chromophoresareshownasbluecircles,andeachrespectivelycouplestoits
individualphononbath(orangecircles).

whileforED,thesecoefficientsare(⌘E,⌘V)=(1,0),asthere
arenosystemvibrationalDOFscoupledtothebathoscillatorsin
thiscase.
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thetranslationalsymmetryoftheHamiltonianaroundthe
shiftedequilibriumposition,acountertermHreorgisintro-
ducedinthetotalHamiltonian(33),obtaininganeffective
systemHamiltonian.DetailofaforementionedHamiltoniansfor
excitondynamics,linearspectra,and2DEScalculationarein
SIAppendix.

Experimentally,rephasing2Dspectraaregeneratedby
sequentialinteractionofthreebroadbandlaserpulseswitha
sampletocreateathird-orderpolarization.Thisgeneratesa3D
signaltheoreticallydescribedbythird-ordernonlinearresponse
functions,dependentonthewaitingtimebetweensequential
pulses,t1,t2,andt3(34).Theexcitationanddeexcitationofthe
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arecalculatedbytheHEOMmethod.For2Dspectralsimula-
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state.ForthosesimulationsonVD—duetothepossiblethermal
vibrationalexcitations—initialstatesareobtainedbyequilibrat-
ingthetotalsystemwiththepreviouslymentionedfactorized
statesusingHEOM(SIAppendix,Eq.S20);finally,therephasing
2Dspectraatwaitingtimet2isobtainedafteradoubleFourier
transformonthethird-ordernonlinearresponsefunction(SI
Appendix,Eq.S25).

Results
Todemonstratetheeffectsofexciton-vibrationalresonance
onthedistributionofoscillatorstrengths,boththetransition
energiesfromthezero–exciton-vibrationalvacuumstatetothe
one-excitonmanifoldandtheoscillatorstrengthsarecalculated
acrossthespanofelectroniccouplingvaluesbydiagonaliz-
ingthesystemHamiltonian,ĤV(seeFig.2).Soastoavoid
darkstatescapableofobscuringobservationsofcoherencelife-
time,wesetthedihedralanglebetweentransitiondipolevectors
equalto2⇡/5,andbothdipolesaresettobeorthogonaltothe
vectorconnectingthem.Theparametersetselectedtostudy
thedimerwasinspiredbytheJ-aggregatesofcyaninedyes
C8O3(29),inwhichexistavibrationalmodearound668cm�1

near-resonanttoanexcitonenergysplittingwithaverysmall
Huang–RhysfactorS=0.0006.Inthe2DEScalculation,we
considertwoVDs,VD1andVD2,atoff-andnear-resonant
conditions,respectively.Withoutlossofgenerality,thesite
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artificial materials: Incoherent vibronic transport is more
efficient than a coherent mechanism when energetic disorder
exceeds the coupling between the donor and vibrationally
excited acceptor states. Finally, our results suggest that the role
of coherent vibronic transport for nonbilin PPCs should also be
reevaluated.
In the following, we use a spin-boson Hamiltonian (Figure

1a) to explore the mechanism of vibronic transport in a model
heterodimer where the electronic excitation of the donor (Ed, |
D⟩) and acceptor (Ea, |A⟩) pigments have an energy gap much
larger than the electronic coupling (ΔE = Ed − Ea ≫ V). In this
model, we make use of a linear response formalism22−24 that
allows for an exact coarse-graining of vibrational motion into
collections of effective harmonic oscillators. The electronic
states of both pigments are coupled to independent collections
of low-frequency vibrations (“electronic environment”, Figure
1b,c) that form a thermal bath described by an overdamped
Brownian oscillator spectral density

ω λ
ωγ

ω γ
=

+
J ( ) 2elec elec

elec
2

elec
2

(1)

where λelec is the reorganization energy and γelec is the peak
width. The low-frequency vibrations capture the inertial
component of the vibrational response to pigment excitation
that can arise, for example, from solvent librational modes.24,25

All of the main text results use γelec = 50 cm−1, as often assumed
for photosynthetic PPCs.16 Most pigment excitations are also
coupled to many high-frequency intramolecular vibrations, as
studied using, for example, fluorescence line narrowing
measurements26 and ab initio simulations,5,27,28 but here we
incorporate only a single high-frequency vibration coupled to
the acceptor that directly mediates donor-to-acceptor transport.
The high-frequency vibration is, in turn, coupled to a
continuum of vibrational modes that form a thermal bath and
cause the relaxation of vibrational excitations. In the electronic

basis (Figure 1b), we describe the combined influence of the
high-frequency vibration and its thermal bath on the excitation
energy of the pigments through an underdamped Brownian
oscillator spectral density (“effective vibration”, Figure 1b)

ω λ
γ ω
ω γ ω

=
Ω

Ω − +
J ( ) 2

2
( ) 4eff vib

vib vib
2

vib
2 2 2

vib
2 2

(2)

where λvib = S·Ωvib is the reorganization energy, S is the
Huang−Rhys factor, γvib is the peak width, and Ωvib is the
vibrational frequency. We note that in all calculations presented
here there is a negligible rate of transport between the donor
and acceptor in the absence of the high-frequency vibration,
allowing us to focus on the vibronic transport mechanism.
Whereas simulations performed in the electronic basis can

provide an exact description of the net excitation transport
between the donor and acceptor, they cannot provide clear
insight into the underlying vibronic mechanism because the
dynamics of the resonant vibration are not explicitly described.
To illuminate the mechanism of vibronic transport, the high-

frequency vibration can be included in the system Hamil-
tonian,2,29−32 and the resulting potential energy surface (PES)
can be described as a nested funnel,32 shown in Figure 1c.
Because the vibration is an intramolecular mode on the
acceptor pigment, donor excitation results in an excited-state
PES (Figure 1c) that is equivalent to the ground-state but
vertically shifted by the excitation energy of the donor molecule
(gray curve, vibrational states: |νg⟩); electronic excitation of the
acceptor is coupled to the vibration, however, and results in an
excited-state PES that is both vertically and horizontally
displaced (black curve, vibrational states: |νe⟩). The system
Hamiltonian can be recast in the basis of vibronic states (Spin-
Boson Hamiltonian, Figure 1c), which are indexed by both the
electronic state of the dimer and the nuclear quantum number
of the explicit vibration (|A,νe⟩, |D,νg⟩). The coupling

Figure 1. (a) Schematic representation of a vibronic dimer Hamiltonian. (b) Diagrammatic representation of the electronic states (|A⟩,|D⟩) and the
corresponding spectral densities in the electronic basis. (c) “Nested Funnel PES”: The system Hamiltonian expressed as potential energy surfaces
(PES) when the high-frequency vibration is explicitly included. The donor PES (gray line, |D⟩) is a vertically displaced copy of the ground-state PES.
The acceptor PES (black line, |A⟩) is both vertically and horizontally displaced from the ground state. The horizontal displacement of the
equilibrium position is S2 . “Spin Boson Hamiltonian”: The system Hamiltonian expressed in the vibronic basis and the corresponding spectral
densities. “Vibronic Coupling”: The coupling between the lowest energy donor and the vibrationally excited acceptor state (Vvib) is smaller than the
electronic coupling between the lowest energy donor and lowest energy acceptor states (V0 = V⟨0g|0e⟩ ≈ V). (d) Schematic representations of the
parameters that determine the mechanism of vibronic transport. krelax is the rate of vibrational relaxation, which is proportional to γvib. δE

2 is the
variance of the vertical excitation energy of the pigments, which is proportional to λelec. σvib is the energy gap between the lowest energy donor and
vibrationally excited acceptor state.
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artificial materials: Incoherent vibronic transport is more
efficient than a coherent mechanism when energetic disorder
exceeds the coupling between the donor and vibrationally
excited acceptor states. Finally, our results suggest that the role
of coherent vibronic transport for nonbilin PPCs should also be
reevaluated.
In the following, we use a spin-boson Hamiltonian (Figure

1a) to explore the mechanism of vibronic transport in a model
heterodimer where the electronic excitation of the donor (Ed, |
D⟩) and acceptor (Ea, |A⟩) pigments have an energy gap much
larger than the electronic coupling (ΔE = Ed − Ea ≫ V). In this
model, we make use of a linear response formalism22−24 that
allows for an exact coarse-graining of vibrational motion into
collections of effective harmonic oscillators. The electronic
states of both pigments are coupled to independent collections
of low-frequency vibrations (“electronic environment”, Figure
1b,c) that form a thermal bath described by an overdamped
Brownian oscillator spectral density
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where λelec is the reorganization energy and γelec is the peak
width. The low-frequency vibrations capture the inertial
component of the vibrational response to pigment excitation
that can arise, for example, from solvent librational modes.24,25

All of the main text results use γelec = 50 cm−1, as often assumed
for photosynthetic PPCs.16 Most pigment excitations are also
coupled to many high-frequency intramolecular vibrations, as
studied using, for example, fluorescence line narrowing
measurements26 and ab initio simulations,5,27,28 but here we
incorporate only a single high-frequency vibration coupled to
the acceptor that directly mediates donor-to-acceptor transport.
The high-frequency vibration is, in turn, coupled to a
continuum of vibrational modes that form a thermal bath and
cause the relaxation of vibrational excitations. In the electronic

basis (Figure 1b), we describe the combined influence of the
high-frequency vibration and its thermal bath on the excitation
energy of the pigments through an underdamped Brownian
oscillator spectral density (“effective vibration”, Figure 1b)
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Huang−Rhys factor, γvib is the peak width, and Ωvib is the
vibrational frequency. We note that in all calculations presented
here there is a negligible rate of transport between the donor
and acceptor in the absence of the high-frequency vibration,
allowing us to focus on the vibronic transport mechanism.
Whereas simulations performed in the electronic basis can

provide an exact description of the net excitation transport
between the donor and acceptor, they cannot provide clear
insight into the underlying vibronic mechanism because the
dynamics of the resonant vibration are not explicitly described.
To illuminate the mechanism of vibronic transport, the high-

frequency vibration can be included in the system Hamil-
tonian,2,29−32 and the resulting potential energy surface (PES)
can be described as a nested funnel,32 shown in Figure 1c.
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acceptor pigment, donor excitation results in an excited-state
PES (Figure 1c) that is equivalent to the ground-state but
vertically shifted by the excitation energy of the donor molecule
(gray curve, vibrational states: |νg⟩); electronic excitation of the
acceptor is coupled to the vibration, however, and results in an
excited-state PES that is both vertically and horizontally
displaced (black curve, vibrational states: |νe⟩). The system
Hamiltonian can be recast in the basis of vibronic states (Spin-
Boson Hamiltonian, Figure 1c), which are indexed by both the
electronic state of the dimer and the nuclear quantum number
of the explicit vibration (|A,νe⟩, |D,νg⟩). The coupling
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corresponding spectral densities in the electronic basis. (c) “Nested Funnel PES”: The system Hamiltonian expressed as potential energy surfaces
(PES) when the high-frequency vibration is explicitly included. The donor PES (gray line, |D⟩) is a vertically displaced copy of the ground-state PES.
The acceptor PES (black line, |A⟩) is both vertically and horizontally displaced from the ground state. The horizontal displacement of the
equilibrium position is S2 . “Spin Boson Hamiltonian”: The system Hamiltonian expressed in the vibronic basis and the corresponding spectral
densities. “Vibronic Coupling”: The coupling between the lowest energy donor and the vibrationally excited acceptor state (Vvib) is smaller than the
electronic coupling between the lowest energy donor and lowest energy acceptor states (V0 = V⟨0g|0e⟩ ≈ V). (d) Schematic representations of the
parameters that determine the mechanism of vibronic transport. krelax is the rate of vibrational relaxation, which is proportional to γvib. δE

2 is the
variance of the vertical excitation energy of the pigments, which is proportional to λelec. σvib is the energy gap between the lowest energy donor and
vibrationally excited acceptor state.
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artificial materials: Incoherent vibronic transport is more
efficient than a coherent mechanism when energetic disorder
exceeds the coupling between the donor and vibrationally
excited acceptor states. Finally, our results suggest that the role
of coherent vibronic transport for nonbilin PPCs should also be
reevaluated.
In the following, we use a spin-boson Hamiltonian (Figure

1a) to explore the mechanism of vibronic transport in a model
heterodimer where the electronic excitation of the donor (Ed, |
D⟩) and acceptor (Ea, |A⟩) pigments have an energy gap much
larger than the electronic coupling (ΔE = Ed − Ea ≫ V). In this
model, we make use of a linear response formalism22−24 that
allows for an exact coarse-graining of vibrational motion into
collections of effective harmonic oscillators. The electronic
states of both pigments are coupled to independent collections
of low-frequency vibrations (“electronic environment”, Figure
1b,c) that form a thermal bath described by an overdamped
Brownian oscillator spectral density
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that can arise, for example, from solvent librational modes.24,25

All of the main text results use γelec = 50 cm−1, as often assumed
for photosynthetic PPCs.16 Most pigment excitations are also
coupled to many high-frequency intramolecular vibrations, as
studied using, for example, fluorescence line narrowing
measurements26 and ab initio simulations,5,27,28 but here we
incorporate only a single high-frequency vibration coupled to
the acceptor that directly mediates donor-to-acceptor transport.
The high-frequency vibration is, in turn, coupled to a
continuum of vibrational modes that form a thermal bath and
cause the relaxation of vibrational excitations. In the electronic

basis (Figure 1b), we describe the combined influence of the
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where λvib = S·Ωvib is the reorganization energy, S is the
Huang−Rhys factor, γvib is the peak width, and Ωvib is the
vibrational frequency. We note that in all calculations presented
here there is a negligible rate of transport between the donor
and acceptor in the absence of the high-frequency vibration,
allowing us to focus on the vibronic transport mechanism.
Whereas simulations performed in the electronic basis can

provide an exact description of the net excitation transport
between the donor and acceptor, they cannot provide clear
insight into the underlying vibronic mechanism because the
dynamics of the resonant vibration are not explicitly described.
To illuminate the mechanism of vibronic transport, the high-

frequency vibration can be included in the system Hamil-
tonian,2,29−32 and the resulting potential energy surface (PES)
can be described as a nested funnel,32 shown in Figure 1c.
Because the vibration is an intramolecular mode on the
acceptor pigment, donor excitation results in an excited-state
PES (Figure 1c) that is equivalent to the ground-state but
vertically shifted by the excitation energy of the donor molecule
(gray curve, vibrational states: |νg⟩); electronic excitation of the
acceptor is coupled to the vibration, however, and results in an
excited-state PES that is both vertically and horizontally
displaced (black curve, vibrational states: |νe⟩). The system
Hamiltonian can be recast in the basis of vibronic states (Spin-
Boson Hamiltonian, Figure 1c), which are indexed by both the
electronic state of the dimer and the nuclear quantum number
of the explicit vibration (|A,νe⟩, |D,νg⟩). The coupling

Figure 1. (a) Schematic representation of a vibronic dimer Hamiltonian. (b) Diagrammatic representation of the electronic states (|A⟩,|D⟩) and the
corresponding spectral densities in the electronic basis. (c) “Nested Funnel PES”: The system Hamiltonian expressed as potential energy surfaces
(PES) when the high-frequency vibration is explicitly included. The donor PES (gray line, |D⟩) is a vertically displaced copy of the ground-state PES.
The acceptor PES (black line, |A⟩) is both vertically and horizontally displaced from the ground state. The horizontal displacement of the
equilibrium position is S2 . “Spin Boson Hamiltonian”: The system Hamiltonian expressed in the vibronic basis and the corresponding spectral
densities. “Vibronic Coupling”: The coupling between the lowest energy donor and the vibrationally excited acceptor state (Vvib) is smaller than the
electronic coupling between the lowest energy donor and lowest energy acceptor states (V0 = V⟨0g|0e⟩ ≈ V). (d) Schematic representations of the
parameters that determine the mechanism of vibronic transport. krelax is the rate of vibrational relaxation, which is proportional to γvib. δE

2 is the
variance of the vertical excitation energy of the pigments, which is proportional to λelec. σvib is the energy gap between the lowest energy donor and
vibrationally excited acceptor state.
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of the Hamiltonian in Eq. (2), by using the standard Redfield master equation (second-order and
non-secular) for thermal baths comprised of harmonic modes (26, 32, 33) Further details are provided
in the .[PLEASE COMPLETE][PLEASE COMPLETE].

Dynamics in the presence of blackbody radiation and phonon baths
Due to the exponential scaling of the dimension of the full Hilbert space, for all simulations below,
only the first four states (ground state and three excited levels) of each intramolecular vibrational
mode are considered. As a consequence, for vibronic dimers (two monomers and two intramolecular
vibrations), the vibronic exciton manifold has a dimension of 64: 16 ground vibronic exciton states
{| Â1 Í, . . . , | Â16 Í}, 32 single excited vibronic exciton states {| Â17 Í, . . . , | Â48 Í} and 16 double excited
vibronic exciton states {| Â49 Í, . . . , | Â64 Í}. The comparison with the case of an electronic dimer
with no specific intramolecular vibrational modes, in the site {| ‘1 Í, | ‘2 Í} and in the exciton basis
{| e Í, | e

Õ
Í}, follows after tracing over the intramolecular vibrational degrees of freedom in the density

matrix of the vibronic dimer dynamics, and performing the appropriate change of basis. For electronic
dimers, the Frenkel Hamiltonian corresponds to the first two terms of the Hamiltonian described in
Eq. (2). Thus, the two monomers have a site representation described by the states {| ‘̃1 Í, | ‘̃2 Í},
and due to the electronic coupling two single exciton states {| ẽ Í, | ẽ

Õ
Í} after the diagonalization of

the Frenkel Hamiltonian.
Specifically, the two phycoerythrobilin (PEB) chromophores from the protein-antenna phyco-

erythrin 545 (PE545) of marine cryptophyte algae (see Table 1) are considered below. The PEB
dimer has a large energy gap between excited electronic states, and due to large separations between
chromophores, the electronic coupling is small, in consequence, highly localized excitonic states
appears. For this light-harvesting system, long-lasting coherences in 2DPE experiments have been
reported, and the presence of high energy intramolecular vibrations in resonance with the electronic
states have been proposed as a plausible explanation of these long-lasting coherences (9, 15, 34, 35).

Regarding the coherences observed in 2DES experiments, the conclusion from previous discussions
is that they are a consequence of the use of pulsed laser excitation, i.e., light with high temporal
coherence, and that the main phenomena information corresponds to information on the system-bath
interaction post excitation. In this paper, we study the scenario where, after rapid incoherent
excitation from the electronic ground state for the sites and equilibrium thermal state (T = 300 K)
for the intramolecular vibrational modes, the system continues to interact with the incident blackbody
radiation (24, 26). We analyze the incoherent excitation process taking into account an intramolecular
vibrational mode for each of the two monomers, in full resonance with the exciton splitting, i.e.,
ÈDBV = �eDBV = 1058 cm≠1, with a vibronic coupling strength of 267.1 cm≠1.

Single vibronic exciton basis. Firstly, we analyze the density matrix dynamics considering the
e�ect of the blackbody bath only, i.e., the non-unitary e�ects related to the phonon bath are set
to zero in Eq. (7). We assume that initially the system and the blackbody bath are decoupled
fl(t0) = flS(t0) ¢ flBB(t0). Additionally, we consider that the transition dipole moment is constant in
time and neglect the e�ect of di�erent orientations of the transition dipole moment and the electric
field; thus we consider them parallel. We consider excitation from the ground state, and the suddenly

Table 1. Parameters for the PEB dimer.

TDM� (D) �‘† (cm≠1) V‡ (cm≠1) �e§ (cm≠1)
PEB 11.87, 12.17 1042 92 1058
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artificial materials: Incoherent vibronic transport is more
efficient than a coherent mechanism when energetic disorder
exceeds the coupling between the donor and vibrationally
excited acceptor states. Finally, our results suggest that the role
of coherent vibronic transport for nonbilin PPCs should also be
reevaluated.
In the following, we use a spin-boson Hamiltonian (Figure

1a) to explore the mechanism of vibronic transport in a model
heterodimer where the electronic excitation of the donor (Ed, |
D⟩) and acceptor (Ea, |A⟩) pigments have an energy gap much
larger than the electronic coupling (ΔE = Ed − Ea ≫ V). In this
model, we make use of a linear response formalism22−24 that
allows for an exact coarse-graining of vibrational motion into
collections of effective harmonic oscillators. The electronic
states of both pigments are coupled to independent collections
of low-frequency vibrations (“electronic environment”, Figure
1b,c) that form a thermal bath described by an overdamped
Brownian oscillator spectral density
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where λelec is the reorganization energy and γelec is the peak
width. The low-frequency vibrations capture the inertial
component of the vibrational response to pigment excitation
that can arise, for example, from solvent librational modes.24,25

All of the main text results use γelec = 50 cm−1, as often assumed
for photosynthetic PPCs.16 Most pigment excitations are also
coupled to many high-frequency intramolecular vibrations, as
studied using, for example, fluorescence line narrowing
measurements26 and ab initio simulations,5,27,28 but here we
incorporate only a single high-frequency vibration coupled to
the acceptor that directly mediates donor-to-acceptor transport.
The high-frequency vibration is, in turn, coupled to a
continuum of vibrational modes that form a thermal bath and
cause the relaxation of vibrational excitations. In the electronic

basis (Figure 1b), we describe the combined influence of the
high-frequency vibration and its thermal bath on the excitation
energy of the pigments through an underdamped Brownian
oscillator spectral density (“effective vibration”, Figure 1b)

ω λ
γ ω
ω γ ω

=
Ω

Ω − +
J ( ) 2

2
( ) 4eff vib

vib vib
2

vib
2 2 2

vib
2 2

(2)

where λvib = S·Ωvib is the reorganization energy, S is the
Huang−Rhys factor, γvib is the peak width, and Ωvib is the
vibrational frequency. We note that in all calculations presented
here there is a negligible rate of transport between the donor
and acceptor in the absence of the high-frequency vibration,
allowing us to focus on the vibronic transport mechanism.
Whereas simulations performed in the electronic basis can

provide an exact description of the net excitation transport
between the donor and acceptor, they cannot provide clear
insight into the underlying vibronic mechanism because the
dynamics of the resonant vibration are not explicitly described.
To illuminate the mechanism of vibronic transport, the high-

frequency vibration can be included in the system Hamil-
tonian,2,29−32 and the resulting potential energy surface (PES)
can be described as a nested funnel,32 shown in Figure 1c.
Because the vibration is an intramolecular mode on the
acceptor pigment, donor excitation results in an excited-state
PES (Figure 1c) that is equivalent to the ground-state but
vertically shifted by the excitation energy of the donor molecule
(gray curve, vibrational states: |νg⟩); electronic excitation of the
acceptor is coupled to the vibration, however, and results in an
excited-state PES that is both vertically and horizontally
displaced (black curve, vibrational states: |νe⟩). The system
Hamiltonian can be recast in the basis of vibronic states (Spin-
Boson Hamiltonian, Figure 1c), which are indexed by both the
electronic state of the dimer and the nuclear quantum number
of the explicit vibration (|A,νe⟩, |D,νg⟩). The coupling

Figure 1. (a) Schematic representation of a vibronic dimer Hamiltonian. (b) Diagrammatic representation of the electronic states (|A⟩,|D⟩) and the
corresponding spectral densities in the electronic basis. (c) “Nested Funnel PES”: The system Hamiltonian expressed as potential energy surfaces
(PES) when the high-frequency vibration is explicitly included. The donor PES (gray line, |D⟩) is a vertically displaced copy of the ground-state PES.
The acceptor PES (black line, |A⟩) is both vertically and horizontally displaced from the ground state. The horizontal displacement of the
equilibrium position is S2 . “Spin Boson Hamiltonian”: The system Hamiltonian expressed in the vibronic basis and the corresponding spectral
densities. “Vibronic Coupling”: The coupling between the lowest energy donor and the vibrationally excited acceptor state (Vvib) is smaller than the
electronic coupling between the lowest energy donor and lowest energy acceptor states (V0 = V⟨0g|0e⟩ ≈ V). (d) Schematic representations of the
parameters that determine the mechanism of vibronic transport. krelax is the rate of vibrational relaxation, which is proportional to γvib. δE

2 is the
variance of the vertical excitation energy of the pigments, which is proportional to λelec. σvib is the energy gap between the lowest energy donor and
vibrationally excited acceptor state.
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non-secular) for thermal baths comprised of harmonic modes (26, 32, 33) Further details are provided
in the .[PLEASE COMPLETE][PLEASE COMPLETE].
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Due to the exponential scaling of the dimension of the full Hilbert space, for all simulations below,
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erythrin 545 (PE545) of marine cryptophyte algae (see Table 1) are considered below. The PEB
dimer has a large energy gap between excited electronic states, and due to large separations between
chromophores, the electronic coupling is small, in consequence, highly localized excitonic states
appears. For this light-harvesting system, long-lasting coherences in 2DPE experiments have been
reported, and the presence of high energy intramolecular vibrations in resonance with the electronic
states have been proposed as a plausible explanation of these long-lasting coherences (9, 15, 34, 35).

Regarding the coherences observed in 2DES experiments, the conclusion from previous discussions
is that they are a consequence of the use of pulsed laser excitation, i.e., light with high temporal
coherence, and that the main phenomena information corresponds to information on the system-bath
interaction post excitation. In this paper, we study the scenario where, after rapid incoherent
excitation from the electronic ground state for the sites and equilibrium thermal state (T = 300 K)
for the intramolecular vibrational modes, the system continues to interact with the incident blackbody
radiation (24, 26). We analyze the incoherent excitation process taking into account an intramolecular
vibrational mode for each of the two monomers, in full resonance with the exciton splitting, i.e.,
ÈDBV = �eDBV = 1058 cm≠1, with a vibronic coupling strength of 267.1 cm≠1.

Single vibronic exciton basis. Firstly, we analyze the density matrix dynamics considering the
e�ect of the blackbody bath only, i.e., the non-unitary e�ects related to the phonon bath are set
to zero in Eq. (7). We assume that initially the system and the blackbody bath are decoupled
fl(t0) = flS(t0) ¢ flBB(t0). Additionally, we consider that the transition dipole moment is constant in
time and neglect the e�ect of di�erent orientations of the transition dipole moment and the electric
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entire

com
plex

and
not individual sites

and
because

transport is

through
a
steady

state, there
is
no

“wavelike
transport”

that

m
ight speed

up
exciton

delocalization. Indeed, we argue that, in

m
ost

cases, coherence
m
ay

be
an

evolutionary
spandrel

an

accidental byproduct of the
selection

of another property 13

because
it
is
quite

likely
that

equally
effi
cient

incoherent

transport m
echanism

s
are

possible. H
owever, we

also
identify

m
echanism

s that can enhance transport, even
in
sunlight. These

m
echanism

s
environm

ent-assisted
quantum

transport

(EN
AQ

T)
and

supertransfer
constitute

viable
design

princi-

ples for the
engineering

of artificial light-harvesting
com

plexes.

O
ur
findings do

not im
ply

that the
oscillatory

spectroscopic

signals
seen

with
coherent

light
are

irrelevant;
quite

the

opposite, coherent optical spectroscopy 14,15
is indispensable for

elucidating
transfer m

echanism
s and

providing
evidence

of the

strong
interchrom

ophoric
coupling

that can
lead

to
EN

AQ
T

and
supertransfer in

nature.

Photosynthetic com
plexes consist of a num

ber of (bacterio)-

chlorophyll m
olecules, also

called
chrom

ophores or sites, held

in
place by a protein

scaffold
(see Figure 1). 16

Each
chlorophyll

can
be

in
the

ground
or

excited
states, and

the
question

of

coherence
in
photosynthesis

is, roughly
speaking, whether

a

particular excitation
can

be coherently delocalized
over m

ultiple

sites. W
e
start

by
m
aking

this
question

m
ore

precise, which

requires
distinguishing

several types
of coherence

(see
Table

1).
In

particular,
we

stress
the

distinction
between

state

coherence and
process coherence, and

the
fact that one

does not

im
ply

the
other.

A
quantum

state, described
by

a
density

m
atrix

ρ, is
called

“pure” if it can
be
represented

by
a wave

function, ρ
=
|ψ⟩⟨ψ|,

and
“m
ixed”

otherwise.
The

purity
Tr(ρ 2)

is
a
basis-

independent
m
easure

of how
close

a
state

is
to
being

pure.

O
ff-diagonal elem

ents of ρ
are

usually
called

“coherences,” but

they
are

basis-dependent: a
state

diagonal in
one

orthonorm
al

basis
will

not
be

diagonal
in

any
other.

Two
bases

are

particularly
im
portant in

discussing
excitonic

system
s. The

site

basis
is
the

basis
in

which
each

exciton
is
localized

on
a

particular site, while the energy or exciton
basis is the eigenbasis

of the
system

H
am
iltonian. Because

of the
coupling

between

sites, the
two

bases usually
do

not coincide.

Processes
can

also
be

described
as
coherent

or
incoherent,

depending
on

the
degree

to
which

the
evolution

of an
open

quantum
system

is
dom

inated
by

the
unitary

part or
by

the

dissipative
part. 18
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ABSTRACT:Recentobservationsofcoherenceinphotosyntheticcomplexeshaveledto

thequestionofwhetherquantumeffectscanoccurinvivo,notunderfemtosecondlaser

pulsesbutinincoherentsunlightandatsteadystate,and,ifso,whetherthecoherence

explainsthehighexcitontransferefficiency.Weintroducethedistinctionbetweenstate

coherenceandprocesscoherenceandshowthatalthoughsomephotosyntheticpathways

arepartiallycoherentprocesses,photosynthesisinnatureproceedsthroughstationarystates.

Thisdistinctionallowsustoruleoutseveralmechanismsoftransportenhancementin

sunlight.Inparticular,althoughtheyarecrucialforunderstandingexcitontransport,neither

wavelikemotionnormicroscopiccoherence,ontheirown,enhancetheefficiency.By

contrast,twopartiallycoherentmechanismsENAQTandsupertransfercanenhance

transporteveninsunlightandthusconstitutemotifsfortheoptimizationofartificial

sunlightharvesting.Finally,weclarifytheimportanceofultrafastspectroscopyin

understandingincoherentprocesses.

SECTION:EnergyConversionandStorage;EnergyandChargeTransport

R
ecentobservationsofoscillatoryspectroscopicsignalsin

photosyntheticlight-harvestingcomplexes
1−5haveledto

suggestionsthatdynamicalquantumeffectsmayalsooccurin

vivo,perhapshavingabiologicalpurpose
6−10andhavingbeen

favoredbynaturalselection.Thisquestionhasbeendifficultto

answerbecausethestrong,coherentlaserlightusedin

experimentsissubstantiallydifferentfromtheweak,incoherent

sunlight.Inparticular,becausesunlightintensityisconstanton

excitonictimescales,photosyntheticlightharvestingproceeds

throughsteadystatesandcanbedescribedbyrateequations.
11

Indeed,therelatedproblemofthephotoisomerisationof

rhodopsinthecentraleventofvisioncanbeadequately

describedusingacompletelyincoherentmodel.
12

Inthiswork,weinvestigatewhethercoherencecanenhance

excitonictransportunderincoherentillumination.Several

mechanismsbywhichcoherenceisknowntoenhancetransport

incoherentlyexcitedsystemsdonotapplytophotosynthesisin

sunlight.Forexample,becausesunlightexcitestheentire

complexandnotindividualsitesandbecausetransportis

throughasteadystate,thereisno“waveliketransport”that

mightspeedupexcitondelocalization.Indeed,wearguethat,in

mostcases,coherencemaybeanevolutionaryspandrelan

accidentalbyproductoftheselectionofanotherproperty
13

becauseitisquitelikelythatequallyefficientincoherent

transportmechanismsarepossible.However,wealsoidentify

mechanismsthatcanenhancetransport,eveninsunlight.These

mechanismsenvironment-assistedquantumtransport

(ENAQT)andsupertransferconstituteviabledesignprinci-

plesfortheengineeringofartificiallight-harvestingcomplexes.

Ourfindingsdonotimplythattheoscillatoryspectroscopic

signalsseenwithcoherentlightareirrelevant;quitethe

opposite,coherentopticalspectroscopy
14,15isindispensablefor

elucidatingtransfermechanismsandprovidingevidenceofthe

stronginterchromophoriccouplingthatcanleadtoENAQT

andsupertransferinnature.

Photosyntheticcomplexesconsistofanumberof(bacterio)-

chlorophyllmolecules,alsocalledchromophoresorsites,held

inplacebyaproteinscaffold(seeFigure1).
16Eachchlorophyll

canbeinthegroundorexcitedstates,andthequestionof

coherenceinphotosynthesisis,roughlyspeaking,whethera

particularexcitationcanbecoherentlydelocalizedovermultiple

sites.Westartbymakingthisquestionmoreprecise,which

requiresdistinguishingseveraltypesofcoherence(seeTable

1).Inparticular,westressthedistinctionbetweenstate

coherenceandprocesscoherence,andthefactthatonedoesnot

implytheother.

Aquantumstate,describedbyadensitymatrixρ,iscalled

“pure”ifitcanberepresentedbyawavefunction,ρ=|ψ⟩⟨ψ|,

and“mixed”otherwise.ThepurityTr(ρ
2)isabasis-

independentmeasureofhowcloseastateistobeingpure.

Off-diagonalelementsofρareusuallycalled“coherences,”but

theyarebasis-dependent:astatediagonalinoneorthonormal

basiswillnotbediagonalinanyother.Twobasesare

particularlyimportantindiscussingexcitonicsystems.Thesite

basisisthebasisinwhicheachexcitonislocalizedona

particularsite,whiletheenergyorexcitonbasisistheeigenbasis

ofthesystemHamiltonian.Becauseofthecouplingbetween

sites,thetwobasesusuallydonotcoincide.

Processescanalsobedescribedascoherentorincoherent,

dependingonthedegreetowhichtheevolutionofanopen

quantumsystemisdominatedbytheunitarypartorbythe

dissipativepart.
18Inmultichromophoricsystems,aprocessis
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Fig. 3. Top panels—Dynamics in the single exciton basis for the vibronic dimer case {| e Í, | eÕ Í}, and the electronic dimer case {| ẽ Í, | ẽÕ Í} varying the reorganization
energy � [cm≠1] (color coding is shown on the top left box): A,B) Populations of the lowest and highest energy single exciton states (solid and dashed lines represent
the vibronic and electronic dimer cases, respectively). C) Single exciton coherence in the vibronic dimer model. D) Single exciton coherence in the electronic dimer model.
Bottom panels—Dynamics in the site basis (vibronic dimer case {| ‘1 Í, | ‘2 Í}, and electronic dimer | ‘̃1 Í, | ‘̃2 Í) varying the reorganization energy � [cm≠1] (same
color coding as the top panels): E,F) Populations of the two site states in the vibronic dimer (solid lines) and the electronic dimer (dashed lines). G) Coherence between site
states in the vibronic dimer model. H) Coherence between site states in the electronic dimer model. Baths parameters are TPB = 300 K, TBB = 5600 K.

Figure 2 A, D, and G depicts the dephasing rate “18,20 as a function of the ratios g/�‘ and È/�‘,
thus, the parameters of the electronic degrees of freedom for the vibronic PEB dimer do not vary,
and adopt the values shown in Table 1. Figure 2 B, E, and H depicts the dephasing rate “18,20 as a
function of the ratios g/�‘ and V/�‘, this allows to analyze the behaviour of this rate as a function
of the electronic and vibronic couplings. Figure 2 C, F, and I depicts the dephasing rate “18,20 as a
function of the ratios g/�‘ and D, this allows to analyze the behaviour of this rate as a function of
the coupling to the blackbody radiation while the electronic degrees of freedom do not vary and the
vibronic coupling change.

The dephasing rate “18,20 display a no-monotonic behavior under the variation of the quantities
defined above. For the values of the reorganization energies considered in the Figure 2, the increase
of the transition dipole moment amplitude leads to higher values in the dephasing rate “18,20 (see
Fig. 2 C, F and I). With the increase of the reorganization energy, i.e., with a higher coupling
to the phonon bath, and considering no change in the dipole moment amplitude, the order of the
dephasing rate “18,20 increases, for � = 0, 10, 100 [cm≠1] æ “18,20 ≥ 108

, 1012
, 1013 [s≠1], respectively

(see Fig. 2 A, B, D, E, G and H). Under the e�ect of the blackbody radiation bath only (� = 0),
there is a di�erence regarding to the � = 10 case of four order of magnitude in the dephasing rate
“18,20, that obeys to the fact mention above, suddenly turned-on incoherent light-induced dynamics
are coherent and last for hundreds of picoseconds.

A. Exciton and site basis. To show the significance of including high frequency intramolecular
vibrational modes, in the open system dynamics under incoherent-light excitation of light harvesting
dimers, we compare the case of an electronic dimer (without specific intramolecular vibrational
modes), with the case of a vibronic dimer, as considered along this paper (see Eq. 2). Figure 3
show the populations and coherences in the exciton (top panels) and site bases (bottom panels),
with (vibronic dimer) and without (electronic dimer) intramolecular vibrational modes.

In the exciton basis, the values of the populations for both vibronic and electronic dimers in the
absence of the phonon bath (� = 0 cm≠1) are of the order of 10≠6, so there is no advantage in the
inclusion of specific intramolecular vibrational modes, as considered in the vibronic dimer model.
However, the population of the lowest energy exciton state is higher in the case of the vibronic
dimer regarding the electronic dimer case, and the opposite for the population of the highest energy
exciton state. Concerning to the coherence between single exciton states, the amplitude of this
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Does Coherence Enhance Transport in Photosynthesis?
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ABSTRACT: Recent observations of coherence in photosynthetic complexes have led to
the question of whether quantum effects can occur in vivo, not under femtosecond laser
pulses but in incoherent sunlight and at steady state, and, if so, whether the coherence
explains the high exciton transfer efficiency. We introduce the distinction between state
coherence and process coherence and show that although some photosynthetic pathways
are partially coherent processes, photosynthesis in nature proceeds through stationary states.
This distinction allows us to rule out several mechanisms of transport enhancement in
sunlight. In particular, although they are crucial for understanding exciton transport, neither
wavelike motion nor microscopic coherence, on their own, enhance the efficiency. By
contrast, two partially coherent mechanismsENAQT and supertransfercan enhance
transport even in sunlight and thus constitute motifs for the optimization of artificial
sunlight harvesting. Finally, we clarify the importance of ultrafast spectroscopy in
understanding incoherent processes.
SECTION: Energy Conversion and Storage; Energy and Charge Transport

Recent observations of oscillatory spectroscopic signals in
photosynthetic light-harvesting complexes1−5 have led to

suggestions that dynamical quantum effects may also occur in
vivo, perhaps having a biological purpose6−10 and having been
favored by natural selection. This question has been difficult to
answer because the strong, coherent laser light used in
experiments is substantially different from the weak, incoherent
sunlight. In particular, because sunlight intensity is constant on
excitonic time scales, photosynthetic light harvesting proceeds
through steady states and can be described by rate equations.11

Indeed, the related problem of the photoisomerisation of
rhodopsinthe central event of visioncan be adequately
described using a completely incoherent model.12

In this work, we investigate whether coherence can enhance
excitonic transport under incoherent illumination. Several
mechanisms by which coherence is known to enhance transport
in coherently excited systems do not apply to photosynthesis in
sunlight. For example, because sunlight excites the entire
complexand not individual sitesand because transport is
through a steady state, there is no “wavelike transport” that
might speed up exciton delocalization. Indeed, we argue that, in
most cases, coherence may be an evolutionary spandrelan
accidental byproduct of the selection of another property13
because it is quite likely that equally efficient incoherent
transport mechanisms are possible. However, we also identify
mechanisms that can enhance transport, even in sunlight. These
mechanismsenvironment-assisted quantum transport
(ENAQT) and supertransferconstitute viable design princi-
ples for the engineering of artificial light-harvesting complexes.
Our findings do not imply that the oscillatory spectroscopic

signals seen with coherent light are irrelevant; quite the
opposite, coherent optical spectroscopy14,15 is indispensable for
elucidating transfer mechanisms and providing evidence of the

strong interchromophoric coupling that can lead to ENAQT
and supertransfer in nature.
Photosynthetic complexes consist of a number of (bacterio)-

chlorophyll molecules, also called chromophores or sites, held
in place by a protein scaffold (see Figure 1).16 Each chlorophyll
can be in the ground or excited states, and the question of
coherence in photosynthesis is, roughly speaking, whether a
particular excitation can be coherently delocalized over multiple
sites. We start by making this question more precise, which
requires distinguishing several types of coherence (see Table
1). In particular, we stress the distinction between state
coherence and process coherence, and the fact that one does not
imply the other.
A quantum state, described by a density matrix ρ, is called

“pure” if it can be represented by a wave function, ρ = |ψ⟩⟨ψ|,
and “mixed” otherwise. The purity Tr(ρ2) is a basis-
independent measure of how close a state is to being pure.
Off-diagonal elements of ρ are usually called “coherences,” but
they are basis-dependent: a state diagonal in one orthonormal
basis will not be diagonal in any other. Two bases are
particularly important in discussing excitonic systems. The site
basis is the basis in which each exciton is localized on a
particular site, while the energy or exciton basis is the eigenbasis
of the system Hamiltonian. Because of the coupling between
sites, the two bases usually do not coincide.
Processes can also be described as coherent or incoherent,

depending on the degree to which the evolution of an open
quantum system is dominated by the unitary part or by the
dissipative part.18 In multichromophoric systems, a process is
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Dynamics in the exciton and site bases
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|ẽ

0 i

⇥10�8
D

0 0.5 1.0 1.5 [ps]
0

2

4

6

h✏
1
,✏̃

1
|⇢̂

t
|✏

1
,✏̃

1
i

⇥10�6
E

0 0.5 1.0 1.5 [ps]
0

2

4

6

8
h✏

2
,✏̃

2
|⇢̂

t
|✏

2
,✏̃

2
i

⇥10�6
F

0 0.5 1.0 1.5 [ps]
�7

�5

0

�3

�1
0
1

<
h✏

1
|⇢̂

t
|✏

2
i

⇥10�7
G

0 0.5 1.0 1.5 [ps]
�7

�5

0

�3

�1
0
1

<
h✏̃

1
|⇢̂

t
|✏̃

2
i

⇥10�7
H

FIG. 3. Top panels—Dynamics in the single exciton basis for the vibronic dimer case {| e i, | e0 i},
and the electronic dimer case {| ẽ i, | ẽ0 i} varying the reorganization energy ⇤ [cm�1] (color coding
is shown on the top left box): A,B) Populations of the lowest and highest energy single exciton
states (solid and dashed lines represent the vibronic and electronic dimer cases, respectively). C)
Single exciton coherence in the vibronic dimer model. D) Single exciton coherence in the electronic
dimer model. Bottom panels—Dynamics in the site basis (vibronic dimer case {| ✏1 i, | ✏2 i}, and
electronic dimer | ✏̃1 i, | ✏̃2 i) varying the reorganization energy ⇤ [cm�1] (same color coding as the
top panels): E,F) Populations of the two site states in the vibronic dimer (solid lines) and the
electronic dimer (dashed lines). G) Coherence between site states in the vibronic dimer model. H)
Coherence between site states in the electronic dimer model. Baths parameters are TPB = 300K,
TBB = 5600K.

advantage in the inclusion of specific intramolecular vibrational modes, as considered in the

vibronic dimer model. However, the population of the lowest energy exciton state is higher

in the case of the vibronic dimer regarding the electronic dimer case, and the opposite for

the population of the highest energy exciton state. Concerning to the coherence between

single exciton states, the amplitude of this coherence in the vibronic dimer model is one

order of magnitude higher regard to the electronic dimer case. So, as a consequence of the

vibronic coupling of the electronic sites to vibrational modes, in the process of the incoherent

excitation by thermal light (⇤ = 0), the population of the lowest energy exciton state and

the coherence between single exciton states increase with the inclusion of vibrational degrees

of freedom.

In the presence of the phonon bath (⇤ 6= 0), and with the increase of the reorganization

energy the populations of the lowest energy exciton state have higher amplitudes in the case

of the vibronic dimer compared to the electronic dimer (see Fig. 3, ⇤ = 10, 30, 100 cm�1

cases). The opposite happens in the case of the populations of the highest energy exciton

state, as a consequence of the trace preservation of the density matrix in the exciton basis.

The gap between the populations of single exciton states, in the vibronic and electronic
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FIG. 7. Top panels—Dynamics in the single exciton basis for the vibronic dimer case {| e i, | e0 i},
and the electronic dimer case {| ẽ i, | ẽ0 i} varying the reorganization energy ⇤ [cm�1]: A,B) Pop-
ulations of the lowest and highest energy single exciton states (solid and dashed lines represent
the vibronic and electronic dimer cases), respectively. C) Single exciton coherence in the vibronic
dimer model. D) Single exciton coherence in the electronic dimer model. Bottom panels—Dynamics
in the site basis (vibronic dimer case {| ✏1 i, | ✏2 i}, and electronic dimer | ✏̃1 i, | ✏̃2 i) varying the
reorganization energy ⇤ [cm�1]: E,F) Populations of the two site states in the vibronic dimer (solid
lines) and the electronic dimer (dashed lines). G) Coherence between site states in the vibronic
dimer model. H) Coherence between site states in the electronic dimer model.

In the exciton basis, the values of the populations for the electronic dimer in absence of

the phonon bath (⇤ = 0 cm�1) are of the order of 10�8 (lowest energy exciton state | ẽ i) and

10�5 (highest energy exciton state | ẽ
0
i). In the case of the vibronic dimer, the populations

are of the order of 10�6 for both exciton states (see Fig. 7). So, as a consequence of the

vibronic coupling of the electronic sites to vibrational modes, in the process of the incoherent

excitation by thermal light, the population of the lowest energy exciton state increases by

two orders of magnitude with the inclusion of vibrational degrees of freedom, regarding the

electronic dimer case; instead, the population of the highest energy exciton state decreases

by half, compared to the population in the electronic dimer case.

In the presence of the phonon bath (⇤ 6= 0), and with the increase of the reorganization

energy the populations of the lowest energy exciton state have slightly higher amplitudes in the

case of the electronic dimer compared to the vibronic dimer (see Fig. 7, ⇤ = 13, 30, 130 cm�1

cases). The opposite happens in the case of the highest energy exciton state. So, we conclude

that under incoherent excitation conditions and in the presence of the phonon bath, there is

no significative advantage in the inclusion of the specific vibrational modes, as in the case of

the vibronic dimer model.

In the case of the coherences established in the single-exciton manifold, the presence
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coherent state representation will be analyzed, with the purpose to define the Mandel pa-
rameter, which allows for quantifying the non-trivial quantum character of a bosonic state
by comparing the occupation number distribution for a given bosonic state with the oc-
cupation number distribution of a coherent state [83, 125, 127]. The concepts developed
in Section 4.1 will not be applied in the context of quantum optics, i.e, for electromagnetic
field states, but phonon states, i.e., intramolecular vibrational modes in photosynthetic
dimers, in order to discuss their non-classical character. Coherent (Sec. 4.2) and inco-
herent (Sec. 4.3) excitation conditions will be analyzed for the intramolecular vibrational
modes dynamics. [54].

4.1. Non-classicality of bosonic states

In quantum optics has been developed different methods to quantify theoretically and
experimentally the quantum character of the electromagnetic field, that follows a bosonic
statistics [83,125–127]. A harmonic oscillator of frequency! described through the Hamil-
tonian

Ĥ = ~!
µ
n̂ + 1

2

∂
, (4.1)

where n̂ = â†â represents the number operator, â† (â) the creation (annihilation) operator,
that satisfies the commutation relation
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â, â†§ = 1. The eigenstates
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of the number
operator n̂ satisfy the equation
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= n
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are called Fock states or number states [83, 125–127], and related to the

creation operator by means of
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, (4.3)

with the vacuum state
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Æ
given by â
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= 0. The collection of states
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Æ

represent a com-
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n|n0Æ= ±nn0 ,
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|n ihn| = 1. (4.4)

4.1.1. Coherent states

A coherent state
ØØÆ

Æ
is defined as an eigenstate of the annihilation operator â [83,125–127],

that satisfies
â
ØØÆ

Æ
=Æ

ØØÆ
Æ

, (4.5)

whereÆ is a complex number. The coherent states represent the most “classical” quantum
states of the harmonic oscillator, since can represent states with well-defined amplitude
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â
ØØÆ

Æ
=Æ

ØØÆ
Æ

, (4.5)

whereÆ is a complex number. The coherent states represent the most “classical” quantum
states of the harmonic oscillator, since can represent states with well-defined amplitude

37

coherent state representation will be analyzed, with the purpose to define the Mandel pa-
rameter, which allows for quantifying the non-trivial quantum character of a bosonic state
by comparing the occupation number distribution for a given bosonic state with the oc-
cupation number distribution of a coherent state [83, 125, 127]. The concepts developed
in Section 4.1 will not be applied in the context of quantum optics, i.e, for electromagnetic
field states, but phonon states, i.e., intramolecular vibrational modes in photosynthetic
dimers, in order to discuss their non-classical character. Coherent (Sec. 4.2) and inco-
herent (Sec. 4.3) excitation conditions will be analyzed for the intramolecular vibrational
modes dynamics. [54].

4.1. Non-classicality of bosonic states

In quantum optics has been developed different methods to quantify theoretically and
experimentally the quantum character of the electromagnetic field, that follows a bosonic
statistics [83,125–127]. A harmonic oscillator of frequency! described through the Hamil-
tonian
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that satisfies
â
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= (â†)n

p
n!

ØØ0
Æ

, (4.3)

with the vacuum state
ØØ0

Æ
given by â
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and phase, such as the electromagnetic field states associated with laser sources [83, 125–
127]. The solution of Eq. (4.5) for
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The mean boson number for the coherent state hÆ|n̂|Æi= hn̂i= |Æ|2. The probabily to
find n bosons in the coherent state

ØØÆ
Æ

follows the Poisson distribution

p(n) = hn|ÆihÆ|ni= e°|Æ|
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The variance of this distribution is equal to its mean value
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The collection of coherent states is a complete set that satisfies
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4.1.2. Diagonal coherent state representation

It is possible to represent the density operator by means of distribution functions in phase
space [127–129]. In particular, the P (Æ) distribution introduced by Glauber and Sudarshan
[130, 131], allows for a diagonal coherent state representation, that results useful to evalu-
ate correlations with normal ordering [129]. The phase space content all the variables as-
sociated with the real and imaginary parts of Æ. The density operator can be represented
by means of the P (Æ) distribution as

Ω̂ =
Z

P (Æ) |ÆihÆ|d2Æ,
Z

P (Æ)d2Æ= 1. (4.11)

The P (Æ) distribution does not have all the classical probability distribution proper-
ties since it can adopt negative values or display singularities for some bosonic quantum
states. Quantum states with P (Æ) ∏ 0 are considered “classical” since their expected val-
ues can be simulated by averaging over random classical fields with probability distribu-
tion P (Æ) [125, 132]. Quantum states with P (Æ) < 0 in some region of the phase space are
considered “non-classical” [125, 127, 133]. The distribution P (Æ) is given by [125, 127, 133]

P (Æ) = 1
º2 e|Æ|

2
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4.1.2. Diagonal coherent state representation

It is possible to represent the density operator by means of distribution functions in phase
space [127–129]. In particular, the P (Æ) distribution introduced by Glauber and Sudarshan
[130, 131], allows for a diagonal coherent state representation, that results useful to evalu-
ate correlations with normal ordering [129]. The phase space content all the variables as-
sociated with the real and imaginary parts of Æ. The density operator can be represented
by means of the P (Æ) distribution as

Ω̂ =
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P (Æ) |ÆihÆ|d2Æ,
Z

P (Æ)d2Æ= 1. (4.11)

The P (Æ) distribution does not have all the classical probability distribution proper-
ties since it can adopt negative values or display singularities for some bosonic quantum
states. Quantum states with P (Æ) ∏ 0 are considered “classical” since their expected val-
ues can be simulated by averaging over random classical fields with probability distribu-
tion P (Æ) [125, 132]. Quantum states with P (Æ) < 0 in some region of the phase space are
considered “non-classical” [125, 127, 133]. The distribution P (Æ) is given by [125, 127, 133]
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The expected value of normally-ordered moments of the boson field, that is, all creation
operators to the left of annihilation operators, can be expressed in the form

D
â†m ân
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Z
P (Æ)Æ§mÆnd2Æ=

≠
Æ§mÆnÆ

P . (4.13)

4.1.3. Mandel parameter

The Mandel parameter QM allows characterizing non-classicality in the case of bosonic
fields. Mandel established that the photon number distribution for the case of a coherent
state corresponds to a Poisson distribution, and therefore any distribution that is narrower
than this must correspond to a non-classical state [127,134]. The Mandel parameter reads
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For a coherent state the Mandel parameter readas QM = 0. For a Fock (number) state QM =
°1. A negative value of QM represents a sufficient condition for a state to be considered
non-classical. If QM > 0, nothing can be concluded about non-classicality [125, 127]. To
prove that a negative value of QM implies non-classicality in a quantum state, it can be
related to the distribution P (Æ) using Eq. (4.13)
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The value of QM will always positive if the distribution P (Æ) corresponds to a classical
probability distribution. Therefore, if the value of QM is negative, it is due to the non-
classicality of the distribution P (Æ) [127].

4.2. Intramolecular vibrational dynamics ignited by coher-

ent light excitation

The vibronic dimers considered in the previous chapter are described by the Hamiltonian
(see Eq. 5.34)
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Initially, the intramolecular vibrational modes of frequency $1 =$2 =$ = 1058 cm°1 for
the PEB dimer and $1 =$2 =$= 643 cm°1 for the DBV dimer are in thermal equilibrium
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â†â
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A negative value of Q represents a sufficient condition for a state to be 
considered non-classical.

Mandel established that the photon number distribution for the case of a 
coherent state corresponds to a Poisson distribution, and therefore any 
distribution that is narrower than this must correspond to a non-classical state.
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Figure 4.1: Values of the Mandel parameter Q for the vibrational modes of frequencies $1, $2, and $° and
populations of the first three quantized levels of the intramolecular vibrational mode of frequency $1 local-
ized in chromophore PEB50/61 D. Different initial electronic excitation conditions are considered: coherent
excitation of the electronic site 1

≠
≤1

ØØΩ̂(t = 0)
ØØ≤1

Æ
= 1 (first two rows), coherent excitation of the highest

energy excitonic state
≠

e 0
ØØΩ̂(t = 0)

ØØe 0
Æ
= 1 (last two rows). The effect of the phonon baths has not been con-

sidered, so the dynamics is unitary.

so it is to be expected that this nonclassical character will be diminished by the presence
of decoherence interactions with the phonon baths [112].

Fig. 4.1 shows the changes in the population dynamics of the intramolecular vibra-
tional modes quantized levels. The deviation from his initial thermal equilibrium state
is a consequence of the transient formation of vibronic exciton states using the coherent
initial excitation condition that also generates coherences between vibrational states (see
Fig. 4.2, second and third columns).
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Figure 4.3: Values of the Mandel parameter Q for the vibrational modes of frequencies $1, $2, and $ac

(top pannels: PEB dimer, bottom panels: DBV dimer), for different values of the reorganization energies
§(e) [cm°1] and §(v) = 10 cm°1 (color coding is shown on the top left). Baths parameters are T (e,v)

PB = 300K,
TBB = 5600K.

ditions, Fig. 4.3 depicts the Mandel parameter for the two vibrational modes of frequencies
$1 and$2 considered in the vibronic model of the PEB and DBV dimers. The reduced dy-
namics of the anticorrelated vibrational mode of frequency$°, previously analyzed in the
seminal contribution in Ref.[32], and responsible for the nonadiabatic character of the dy-
namics (see Fig. 3.1), is also considered. For every case considered, the Mandel parameter
adopt positive values, indicating that during the dynamics, the state of the intramolecular
vibrations modes has a classical character. Even, in the case of absence of phonon bath
(§(e,v) = 0), the value of the Mandel parameter remains positive [54].

Under sunlight illumination conditions, dimers are initially in their the electronic
ground state while intramolecular vibrations, that are decoupled from the ground state,
are initially at thermal equilibrium; therefore, the initial condition is devoid of quantum
superpositions. Under pulsed-laser-excitation conditions, vibrations are also assumed to
be at thermal equilibrium; however, in sharp contrast to natural conditions, the dimer is
assumed to have been prepared in, e.g., an exciton state. Therefore, under pulsed-laser-
excitation conditions, the dimer is initially prepared in a coherent superposition of vi-
bronic exciton states provided that the chromophore-chromophore dipole interaction is
finite.

Fig. 4.4 depicts the populations of the first three quantized levels of the intramolecu-
lar vibrations mode of frequency$1 localized in chromophores PEB50/61 D and DBV50/61 D,
under sunlight illumination conditions. Considering that the initial state for the intramo-
lecular vibrations is a thermal one, it is clear from the quantized levels populations dynam-
ics that the state will remain thermal. Nevertheless, in sharp contrast to the pulsed-laser-
excitation scenario depicted in Fig. 4.1. Fig. 4.2 (first column) shows the coherences be-

43

The expected value of normally-ordered moments of the boson field, that is, all creation
operators to the left of annihilation operators, can be expressed in the form
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The Mandel parameter QM allows characterizing non-classicality in the case of bosonic
fields. Mandel established that the photon number distribution for the case of a coherent
state corresponds to a Poisson distribution, and therefore any distribution that is narrower
than this must correspond to a non-classical state [127,134]. The Mandel parameter reads
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For a coherent state the Mandel parameter readas QM = 0. For a Fock (number) state QM =
°1. A negative value of QM represents a sufficient condition for a state to be considered
non-classical. If QM > 0, nothing can be concluded about non-classicality [125, 127]. To
prove that a negative value of QM implies non-classicality in a quantum state, it can be
related to the distribution P (Æ) using Eq. (4.13)
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The value of QM will always positive if the distribution P (Æ) corresponds to a classical
probability distribution. Therefore, if the value of QM is negative, it is due to the non-
classicality of the distribution P (Æ) [127].

4.2. Intramolecular vibrational dynamics ignited by coher-

ent light excitation

The vibronic dimers considered in the previous chapter are described by the Hamiltonian
(see Eq. 5.34)
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Initially, the intramolecular vibrational modes of frequency $1 =$2 =$ = 1058 cm°1 for
the PEB dimer and $1 =$2 =$= 643 cm°1 for the DBV dimer are in thermal equilibrium
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Figure 4.2: Coherences between the first four quantized levels (n = 0,1,2,3) of the intramolecular vibratio-
nal mode of frequency $1 localized in chromophore PEB50/61 D under different initial electronic excitation
conditions: incoherent light excitation (first column), coherent excitation of the electronic site 1

≠
≤1

ØØΩ̂(t =
0)

ØØ≤1
Æ
= 1 (second column), and coherent excitation of the highest energy excitonic state

≠
e 0

ØØΩ̂(t = 0)
ØØe 0

Æ
= 1

(third column). The effect of the phonon baths has not been considered, so the dynamics is unitary.

4.3. Classicality of intramolecular vibrations dynamics un-

der sunlight illumination

In the previous section, it was well established that intramolecular quantized vibrational
modes initially in a thermal state could develop a genuinely non-classical character due to
coherent exciton-vibration interactions [112]. The detailed analysis of the potential gen-
eration of non-classicality, in the context of incoherent light excitation, allows to conclude
that the quantized vibrational modes do not display non-classical correlations quantified
by the Mandel parameter [83].

As it was discussed above the Mandel parameter identifies the non-classical character
of bosonic states through the comparison of occupation number distribution for a given
bosonic state with the occupation number distribution of a coherent state [83]. For the
case of a coherent state the occupation number distribution corresponds to a Poisson dis-
tribution Q = 0. Thus, for any occupation number distribution narrower than a Poisson
distribution, i.e., with Q < 0, the associated bosonic state has a quantum character with
no classical analog.

For different values of the reorganization energy and under sunlight illumination con-

42

9.93767

9.93768

9.93769

h⌫
1
=

0|
⇢̂
t
|⌫

1
=

0i

⇥10�1

⇤(e,v) = 0

⇤(e) = 10

⇤(e) = 30

⇤(e) = 100

6.192

6.193

6.194

h⌫
1
=

1|
⇢̂
t
|⌫

1
=

1i

⇥10�3

3.86

3.87

3.88

h⌫
1
=

2|
⇢̂
t
|⌫

1
=

2i

⇥10�5

0 0.5 1.0 1.5 [ps]
9.54312

9.54314

9.54316

h⌫
1
=

0|
⇢̂
t
|⌫

1
=

0i

⇥10�1

0 0.5 1.0 1.5 [ps]
4.3600

4.3602

4.3604

h⌫
1
=

1|
⇢̂
t
|⌫

1
=

1i

⇥10�2

0 0.5 1.0 1.5 [ps]
1.9920

1.9924

1.9928

h⌫
1
=

2|
⇢̂
t
|⌫

1
=

2i

⇥10�3

Figure 4.4: Populations of the first three quantized levels of the intramolecular vibrational mode of fre-
quency $1 localized in chromophore PEB50/61 D (top pannels), and chromophore DBV50/61 D (bottom pan-
els), for different values of the reorganization energies§(e) [cm°1] and§(v) = 10 cm°1 (color coding is shown
on the top left). Baths parameters are T (e,v)

PB = 300K, TBB = 5600K.

tween the first four quantized levels of the intramolecular vibrational mode of frequency
$1 localized in the chromophore PEB50/61 D. These coherences are approximately one to
three orders of magnitude smaller than the populations depicted in Fig. 4.4 (top pannels);
therefore their influence on the populations dynamics is negligible.

For vanishing chromophore-chromophore dipole interaction, the electronic and vi-
brational contributions to the vibronic Hamiltonian in Eq. (5.34) commute; thus indi-
cating that a product state of electronic and vibrational single eigenstates will also be
an eigenstate –not a coherent superposition of eigenstates– of the vibronic Hamiltonian.
The fact that for this product state the Mandel parameter adopts only positive values led
to conclude [112] that the transient formation of vibronic exciton states establishes non-
classical correlations in the vibrational modes. However, the chromophore-chromophore
dipole interaction is finite under sunlight illumination but no non-classical correlations
are established provided lack quantum correlations in the initial state. Therefore, non-
classical correlations does not emerge due to the transient formation of vibronic exciton
states, but as a consequence of the initial quantum correlations established in the light-
harvesting system by the pulsed-laser-preparation of the initial state.

Summarizing, the role of intramolecular vibrations resonant with excitonic transitions
in light-harvesting systems was analyzed under natural sunlight illumination and the stan-
dard pulsed-laser-coherent-excitation. Under incoherent light excitation conditions, the
initial state of the light-harvesting system is of incoherent nature, namely, an incoherent
mixture of eigenstates. For this scenario (see Fig. 4.3), it was further shown that intra-
molecular vibrational modes evolve devoid of non-classical correlations. Therefore, the
generation of non-classical correlations via the transient formation of vibronic exciton
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